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FOREWORD

This volume of Climate Mathematics is built on the class notes for a course of the same title
(Course Catalog Number SIOC 290S) at Scripps Institution of Oceanography, University
of California San Diego. SIOC 290 was first taught in a special summer session of five
weeks in 2015, with nine instruction hours per week.

The course was designed for the students in the newly established Masters of Advanced
Studies program in Climate Sciences and Policy. These students would need to understand,
explain and present the results from climate models and observations. The students would
use SIOC 290 to prepare themselves to take SIO 210 (Physical Oceanography) and SIO
217A (Atmospheric Thermodynamics). The students would learn probability, statistics,
mathematics, and plotting skills to present and describe climate data from both observa-
tions and models, particularly about climate extremes and uncertainties.

The students may have different mathematics background, ranging from three semesters
of calculus, linear algebra, differential equations, complex variables and basic statistics, to
only Calculus I and basic statistics. Even the students who have taken many mathematics
courses before may find that the mathematics and statistics in climate science are used in
a different format. Thus, SIOC 290 will adopt an innovative instruction of mathematics
and statistics to present the minimum amount of mathematics needed to make effective
climate data interpretation and presentation. This climate math class will start from the
basic concept of calculus (without limits), and go to Taylor series and line integral, from the
basic concept of probability and statistics to advanced theory of sampling error estimation,
and from R programming to more advanced plotting and visualization skills.

PhD students who need additional mathematics and statistics skills or who would like
to learn modern tools and unconventional approaches to climate data analysis and models
can also take this course.
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GLOSSARY

DD Calculus Descartes’ direct calculus
D[f,a] Derivative of a function f at its indecent variable equal to a, which is

the same as f ′(a)

I[f,a,b] Integral of a function f from a to b, which is the same as ∈ba f(x)dx
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PART I

CALCULUS, LINEAR ALGEBRA,
CLIMATE DATA
REPRESENTATIONS, CLIMATE
MODELS:
–DIFFERENTIAL EQUATIONS
AS CALCULUS APPLICATIONS
–CLIMATE DATA MATRICES AS
LINEAR ALGEBRA
APPLICATIONS
–CLIMATE MODELS AS
DIFFERENTIAL EQUATIONS
APPLICATIONS





CHAPTER 1

DD CALCULUS
–LEARNING BASIC CALCULUS
CONCEPTS IN TWO HOURS

This chapter introduces DD calculus and describes the basic calculus concepts of derivative and
integral in a direct and non-traditional way, without limit definition: Derivative is computed from
the point-slope equation of a tangent line and integral is defined as the height increment of a
curve. This direct approach to calculus has three distinct features: (i) it defines derivative and
(definite) integral without using limits, (ii) it defines derivative and antiderivative simultaneously
via a derivative-antiderivative (DA) pair, and (iii) it posits the fundamental theorem of calculus
as a natural corollary of the definitions of derivative and integral. The first D in DD calculus
attributes to Descartes for his method of tangents and the second D to DA-pair. The DD calculus,
or simply direct calculus, makes many traditional notations and procedures unnecessary, a plus
when introducing calculus to the non-mathematics majors. It has few intermediate procedures,
which can help dispel the mystery of calculus as perceived by the general public. The materials
in this paper are intended for use in a two-hour introductory lecture on calculus.

—Summary

1.1 Introduction: Necessity to dispel calculus mystery and simplify calculus
notations

“Calculus” is not a commonly used word in daily life. The Oxford Dictionary indicates that
the word comes from the mid-17th century Latin and literally means small pebble (such as
those used on an abacus) for counting. The dictionary gives three meanings of “calculus”:
a branch of mathematics that deals with derivatives and integrals, a particular method of
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4 DD CALCULUS

calculation, and a hard mass formed by minerals. Obviously here we are interested in
the first meaning. We wish to demonstrate that (i) the calculus method can be developed
by analyzing steepness and height change of a curve, (ii) the method development can be
achieved directly using Descartes’ method of tangents and does not need an introduction
of limit as prerequisite, and (iii) the basic method of calculus and a few simple examples
can be introduced in a one-hour or two-hour lecture to a high-school level audience.

Calculus is one of the most important tools in a knowledge based society. Millions
of people around the world learn calculus everyday. All engineering, science, and busi-
ness major undergraduate students must take calculus. Many high schools offer calculus
courses. The usefulness and power of calculus have been well recognized. Nonetheless,
calculus is a mysterious subject to many people and is regarded by the general public as
accessible only to a few privileged people with special talents. Tight schedules and high
fail rates for the first semester calculus have given the course a reputation as a monster,
a nightmare, or a phycological barrier for many students, some of whom are even STEM
(science, technology, engineering and mathematics) majors. Calculus can be a topic that
causes people at a social gathering to shake their heads in incomprehension, shy away from
the daunting challenge of understanding it, or express effusive exclamation of awe and
admiration. It is also sometimes associated with conspicuous nerdiness. In classrooms,
the student-instructor relationship can be tense. Some students regard calculus instructors
as inhuman and ruthless aliens, while instructors frequently joke about students’ stupid-
ity, clumsiness, or silly errors. Tedious and peculiar notations coupled with fiendish and
complex approaches to calculus teaching and learning may have contributed to the above
unfortunate situation.

A major cause of this mystery and scare of calculus is unnecessarily complex termi-
nologies, including definite and indefinite integrals, derivatives defined as limits, definite
integrals defined as limits, the difference between dx and ∆x, and using ever-finer di-
visions of an area under a curve to approximate a definite integral (i.e., introducing the
definite integral by area and limit), to name but a few. Additionally, the Riemann sum with
its arbitrary point x∗i in the interval [xi, xi+1] complicates calculation procedures and adds
more confusion. These conventional concepts and notations are essential for professional
mathematicians who research mathematical analysis, but are absolutely unnecessary to the
majority of calculus learners, who are majoring in engineering, science, business, or other
non-mathematical or non-statistical fields.

In the first semester calculus, instructors repeatedly emphasize that an indefinite integral
yields a function while a definite integral yields a real value. When an instructor discov-
ers that some students still cannot tell the difference between a definite integral and an
indefinite integral in the final exam, s/he becomes disappointed and complains that these
terrible students did not pay attention to her/his repeated emphasis on the difference, but
s/he rarely questions the necessity of introducing the concept of indefinite integrals and
their notations.

The purpose of this paper is to dispel this mystery of calculus by introducing a more
direct approach. We attempt to introduce the basic ideas of calculus in one hour with-
out using the concept of limits. Our introduction to derivatives directly uses the idea of
René Descartes’ (1596-1650) method of tangents (Cajori,1985, pp.176-177; Coolidge,
1951; Susuki, 2005; Range, 2011), rather than indirectly uses the secant line method
with a limit. We introduce derivatives and antiderivatives simultaneously, using derivative-
antiderivative (DA) pairs. Our introduction to integrals is directly from the DA pairs and
the height increment of an antiderivative curve. The height increment approach has been
advocated by Q. Lin in China for over two decades (see Lin (2010) and Lin (2009) for two
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recent examples). We define the area under the curve of an integrand by the integral, and
then explain why the definition is reasonable. This is a reversal of the traditional definition,
which defines an integral by calculating the area underneath the curve of an integrand.

We also demonstrate that an introduction to the basic ideas of calculus does not need
to use many complicated notations. Thus, the notations of derivatives f ′(x) and integrals
I[f(x), a, b] in this paper are parsimonious, simple, computer friendly and non-traditional.

In the following sections, we will first introduce (a) the method of point-slope equa-
tion for calculating derivatives, and (b) DA pairs for calculating both antiderivatives and
derivatives. Then we will introduce integrals as the height increment of an antiderivative
curve. Next we will discuss the mathematical rigor of our direct calculus method, but this
part of material does not need to be included in a one-hour lecture. Finally we provide a
brief history on the development of calculus ideas and give our conclusions on the direct
calculus from the perspective of Descartes’ method of tangents and DA pairs.

1.2 Slope, and derivative and antiderivative pairs

When we drive on a steep highway, we often see a grade warning sign like the one in
Figure 1. The 9% grade or slope on a highway means that the elevation will decrease 90
feet when the horizontal distance increases 1000 ft. The grade or slope is calculated by

m = tan θ =
H

L
=

90

1000
(1.1)

i.e., the ratio of the opposite side to the adjacent side of the right triangle in Figure 1.

 

Figure 1.1 Highway grade sign and a right triangle to show slope.

The slope of a curve at a given point is defined as the slope of a tangent line at this point.
Figure 2 shows three points: P, A and B. TP represents the tangent line at P whose slope
is defined as the slope of the curve at P. The tangent line’s slope is used to measure the
curve’s steepness. Calculus studies (i) the slope tan θ of a curve at various points, and (ii)
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the height increment H from one point to another, say, A to B, as shown in Figure 2. Our
geometric intuition indicates that heightH and slope tan θ are related becauseH increases
rapidly if the slope is large for an upward trend. A core formula of calculus is to describe
the relationship between these two quantities.

A

P

B

θ
slope = tanθ

Tp

Figure 1.2 A curve, three points and a tangent line without coordinates.

Let us introduce the coordinates x and y and use a function y = f(x) to describe the
curve. We start with an example f(x) = x2.

The tangent line of the curve at point P (x0, y0) can be described by a point-slope equa-
tion

y − y0 = m(x− x0), (1.2)

where y0 = x20, m is the slope to be determined by the condition that the tangent line
touches the curve at one point. In fact, “tangent” is a word derived from Latin and means
“touch.”

The tangent line (1.2) and the curve

y = x2 (1.3)

have a common point P (x0, y0) (See Figure 3), where x0 must be a double root, since the
straight line is a tangent line.

Substituting (1.3) to (1.2) to eliminate y, we have

x2 − x20 = m(x− x0), (1.4)

then
(x− x0)(x+ x0)−m(x− x0) = 0, (1.5)

or
(x− x0)(x+ x0 −m) = 0. (1.6)

The two solutions of this quadratic equation are

x1 − x0 = 0 (1.7)
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A
P

B

ba

H=f(b)-f(a)

Tp

Figure 1.3 A curve, three points and a tangent line on xy-plane.

and

x2 + x0 −m = 0 (1.8)

Since P (x0, y0) is a tangent point, x0 must be a repeated root, also called a double root.
Hence, x1 = x2 = x0. This yields

m = 2x0. (1.9)

Thus, we claim that the slope of the curve y = x2 at x0 is 2x0, at a is 2a, at 3 is
2 × 3 = 6, and in general, at x is 2x. The slope measures the steepness of the curve
y = f(x), i.e., the rate of the curve’s height increase or decrease. The slope, or rate,
varies from point to point. The slope is thus a derived quantity from the original function
y = f(x) and is called “derivative.” We have the following definition.

Definition 1. (Definitions of derivative as slope and DA pair). The slope 2x is called
the derivative of x2. Further, x2 is called an antiderivative of 2x. And (2x, x2) is called a
derivative-antiderivative (DA) pair.

For a general function y = f(x), the slope of the curve y = f(x) is called derivative and
is denoted by f ′(x) or y′, and f(x) is called antiderivative of f ′(x). Thus, (f ′(x), f(x)) is
a DA pair.

If f(x) = C is a constant, then y = C represents a horizontal line whose slope is 0 for
any x. Hence (C)′ = 0, and (0, C) is a DA pair.

If f(x) is a linear function, then y = α+ βx represents a straight line whose slope is β
for any x, hence (α+ βx)′ = β, i.e., (β, α+ βx) is a DA pair.

Thus, the derivative’s geometric meaning is the slope of the curve y = f(x): f ′(x) is
large at places where the curve y = f(x) is steep. At a flat point, such as the maximum
or minimum point of f(x), the slope is zero since the tangent lines at these points are
horizontal.
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In addition to the geometric meaning, derivative has physical meaning, such as speed,
and biological meaning, such as growth rate, as well as the meaning of the rate of change in
almost any scientific field and anyone’s daily life. As an example, for a car driven at v = 60
mph (miles per hour) for two hours, the total distance traveled is s = v× t = 60×2 = 120
mi. Here, (v, vt) or (v, s) is a DA pair for a general time t.

Free fall is another example. An object’s free fall has its distance of falling equal to s =
(1/2)gt2 and its falling speed is v = gt, where g = 32[ft/s2] is the Earth’s gravitational
acceleration. Galileo Galilei (1564-1642) discovered this time-square relationship for the
distance. Since derivative t2 with respect to t is 2t, we have s′ = 1

2g(2t) = gt. Thus,
(gt, (1/2)gt2) or (v, s) is a DA pair.

In general, the meaning of derivative is the rate of change of the function f(x) with
respect to the independent variable x, which can be either time or spatial location.

Let us now return to the derivative calculation. The above tangent line approach for
finding the slope for x2 can be applied to the function y = x3. It is to solve the following
simultaneous equations

y − y0 = m(x− x0), (1.10)
y = x3. (1.11)

Eliminating y, we have
x3 − x30 = m(x− x0). (1.12)

The factorization of this equation yields

(x− x0)(x2 + xx0 + x20 −m) = 0. (1.13)

This factorization implies x1 − x0 = 0 and x22 + x2x0 + x20 −m = 0. The cubic equation
has three solutions. Because P (x0, y0) is the tangent point, x0 is a repeated root of these
two equations: x1 = x2 = x0, which leads to

m = 3x20. (1.14)

Hence, we claim that the derivative of x3 is 3x2, and x3 is an antiderivative of 3x2. Namely,
(3x2, x3) forms a DA pair.

Following the tangent line approach, the above examples have demonstrated four DA
pairs:

(0, C), (1, x), (2x, x2), (3x2, x3). (1.15)

The tangent line approach can be applied to any power function xn, where n is a positive
integer. The DA pair for xn is

(nxn−1, xn). (1.16)

This formula actually holds for any real number n with the exception of n = 0. For exam-
ple, (x1/2)′ = (1/2)x−1/2. Proof of this claim is not easy, but fortunately the calculation
of derivatives and antiderivatives can be easily done using computer programs. Many open
source computer software packages are available to do this kind of calculation. For ex-
ample, WolframAplha is one. At the website www.wolframalpha.com, you can enter a
derivative command and a function, such as

derivative xˆ(3/2)+4xˆ3

The computer will give you its derivative, plus other information, such as the graph of
the derivative function (see Figure 4). You can also use WolframAlpha via a smart phone
application.
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Figure 1.4 WalframAlpha derivative example.

To find an antiderivative, you can use a similar command

antiderivative xˆ(3/2)+4xˆ3

Using this program, one can easily find DA pairs for commonly used functions. See the
list below.

1. Exponential function: (ex, ex).

2. Natural logarithmic function: ( 1
x , lnx).

3. Sine function: (cosx, sinx).

4. Cosine function: (− sinx, cosx).

5. Tangent function: (sec2 x, tanx).

1.3 Height increment and integrals

When we trace a curve, we care about not only the slope, but also the ups and downs of
the curve, i.e., the increment or decrement of the curve from one point to another. When
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we drive over a mountain road, we also care about both steepness (i.e., slope) and eleva-
tion. Apparently, the slope and height increment are related. The slope has already been
defined as derivative in the above section. In this section, the height increment is defined
as integral, since the height increment or elevation increment is an integration process, or
an accumulation process of point motion, measured by both speed and time.

For a function y = f(x), its increment from A(a, f(a)) to B(b, f(b)) is f(b) − f(a)
as shown in Figure 3. Another notation for the increment is f(b) − f(a) = f(x)|ba. This
height increment is used to describe the integral definition below.

Definition 2. (Definition of integral as height increment of a curve). The function’s in-
crement f(b)− f(a) from A(a, f(a)) to B(b, f(b)) is defined as the integral of the deriva-
tive function f ′(x) in the interval [a, b] and is denoted by I[f ′(x), a, b] = f(b) − f(a).
Here, f ′(x) is called the integrand, and [a, b] is called the integration interval.

Example 1. Given f(x) = x, f ′(x) = 1, and [a, b] = [0, 2], we have

I[f ′(x), a, b] = I[1, 0, 2] = x|20 = 2− 0 = 2. (1.17)

The area between y = 1 and y = 0 in the interval [0, 2] is also 2 (see Figure 5 for f ′(x) =
1, a = 0, and b = 1).

y=f'(x)=1

y

b xa0

Area = 1 (b-a)x

Figure 1.5 The area of a rectangle under a horizontal line.

Example 2. If we integrate speed v(t), we will then get the distance I[v(t), a, b] travelled
from time t = a to t = b. If v(t) is a constant, say, 60 mi/hour, and if a = 14 : 00
and b = 16 : 00, then the integral I[60, 14, 16] = 60t|1614 = 60 × (16 − 14) = 120 mi
is the total distance traveled from 2pm to 4pm. Here 60t is an antiderivative of 60. If
we plot v as a function of t, then 120 is equal to the area of the rectangle bounded by
v = 60, v = 0, t = 14 and t = 16 (See Figure 5 for f ′(x) = 60, a = 14, and b = 16).

Example 3. Given f(x) = (1/2)x2, f ′(x) = x, and [a, b] = [0, 1], we have

I[f ′(x), a, b] = I[x, 0, 1] = (1/2)x2|10 = (1/2)(12 − 02) = 1/2. (1.18)

The area under the integrand y = x but above the x-axis in [0, 1] is 1/2 (see Figure 6
for a = 0 and b = 1).
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Area =   (b - a )1 2

2

|

2

a x

y

y = f'(x) = x

0
b

Figure 1.6 The area of a triangle under a straight line.

Example 4. In the free fall problem, the speed is a linear function of time, v = gt, and the
integration I[gt, 0, x] = (1/2)gx2 is the distance traveled from time zero to time x. The
region bounded by v = gt, v = 0, t = 0 and t = x is a right triangle with base equal to x,
height gx and area (1/2)× x× gx = (1/2)gx2. In this example, we have chosen to use x
as an arbitrary right bound for the region. This x can can be any number, such as 1, 2, or
2.5.

In the above four examples, the area under a curve is equal to an integral. As a matter of
fact, this inference of area equal to an integral is generally true. For an irregular region, we
can simply use the integral I[f ′(x), a, b] as the definition of the area of the region bounded
by y = f ′(x), x-axis, x = a and x = b. The next section will justify this definition. As
for the calculation of an integral, if one knows the relevant DA pair, the integral is a simple
substitution f(b) − f(a). Otherwise, one can use a computer to find the antiderivative,
or to directly evaluate I[f ′(x), a, b]. Similar to derivative software, there are many free
online computer programs and smart phone apps for calculating integrals. Figure 7 shows
the WolframAlpha calculation of the integral I[x4 + 2x, 0, 1] using the command

integrate xˆ4+2x from 0 to 1

The result is 6/5. i.e., I[x4 + 2x, 0, 1] = 6/5.
The definition of an integral states that the integral of a function in an interval is the

increment of its antiderivative in the same interval. One can write

I[g(t), a, b] = G(b)−G(a) (1.19)

where G(t) is an antiderivative of g(t). Another way to express the above is

I[G′(u), a, b] = G(b)−G(a). (1.20)

In the above two expressions, t and u are the integration variables, also called dummy
variables. The integral values are independent of the choice of dummy variables. One



12 DD CALCULUS

in tegra te x^ 4+2x from x=0 to 1
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0
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Genera ted by Wolfram |Alpha (www.wolfram alpha.com ) on January 3 , 2012 from Cham paign, IL.

©  Wolfram Alpha LLC—A Wolfram  Research  Com pany
1

Figure 1.7 WalframAlpha integral example.

can use any symbol to represent this variable. In practical applications, if the independent
variable is time, such as when speed is a function of time, t is often used as the independent
variable.

Also according to the integral definition, the integral of f ′(t) in the interval [a, x] is

I[f ′(t), a, x] = f(x)− f(a). (1.21)

Taking derivative of both sides of this equation with respect to x, we have

(I[f ′(t), a, x])′x = f ′(x) (1.22)

since (f(a))′x = 0 due to f(a) being a constant with respect to x and having a slope of
zero. Here we have used a subscript x to indicate that the independent variable is x and the
derivative is with respect to x.

Equation (1.22) is often called Part II of the Fundamental Theorem of Calculus (FTC),
while the definition of an integral is actually often referred to as Part I of the FTC. Part II
of the FTC is saying that an antiderivative can be explicitly expressed by an integral. Thus,
the FTC makes a computable and close connection between slope and height increment,
and enhances our intuitive sense that the height increment in an interval is closely related
to the slope of our interested curve, i.e., our study function.

Example 5. I[x, 0, 1] = (x2/2)|10 = 12/2− 02/2 = 1/2, because (x, x2/2) is a DA pair.
The area between y = x and y = 0 over [0, 1] is 1/2 (=I[x, 0, 1]) (See Figure 6).
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Example 6. I[x2, 0, 1] = (x3/3)|10 = 13/3 − 03/3 = 1/3, because (x2, x3/3) is a DA
pair, or simply since x2’s antiderivative is x3/3. The area of the right triangle with a curved
hypotenuse bound by y = x2, y = 0 and x = 1 is 1/3 (=I[x2, 0, 1]) (See Figure 8). The
WolframAlpha command for this calculation is integrate xˆ3 from 0 to 1.

(b - a )1
3

|

33
Area

=

a b x

y

y=f'(x)=x2

0

Figure 1.8 The area of a triangle of a curved hypotenuse when a = 0.

1.4 Discussion and mathematical rigor of direct calculus

Two points are discussed here. First, is our definition of area by an integral reasonable and
mathematically rigorous? Second, besides using computer programs to calculate the DA
pairs of complicated functions, can one provide a systematic procedure of hand calcula-
tion?

First, how do we know that our definition of area using an integral is reasonable? Ac-
cording to the Oxford dictionary,“area” is defined as “the extent or measurement of a sur-
face or piece of land.” The word “area” comes from the mid-16th century Latin, literally
meaning a “vacant piece of level ground.” The units of an area are “square feet”,“square
meters”, etc, meaning that the area of a region is equal to the number of equivalent squares,
each side equal to a foot, a meter, or other units, that fit into the region. For the area between
y = f ′(x) and y = 0 over [a, b], the simplest measure is to use an equivalent rectangle of
length L = b− a and width W (See Figure 9). That is, the excess area above y = W (the
vertically stripped region) is moved to fill the deficit area (the horizontally striped region).
The corresponding description by a mathematical formula is below:

I[f ′(x), a, b] = L×W = (b− a)×W. (1.23)

This can be true as long as we have

W =
I[f ′(x), a, b]

b− a
=
f(b)− f(a)

b− a
. (1.24)
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We call this W the mean value of f ′(x) over the interval [a, b]. Geometrically, W =
(f(b) − f(a))/(b − a) is the slope of the secant line that connects points A and B of
Figure 10. If y = f(x) is not a straight line, then there must be a point m in [a, b] whose
slope is less than (f(b) − f(a))/(b − a), and another point M whose slope is larger than
(f(b)− f(a))/(b− a), i.e.,

f ′(m) ≤ f(b− f(a)

b− a
≤ f ′(M). (1.25)

Between f ′(m) and f ′(M), (f(b)− f(a))/(b− a) must meet the mid-ground slope f ′(c)
at a point c in [a, b], i.e.,

W = f ′(c) =
f(b)− f(a)

b− a
. (1.26)

This is the mean value theorem (MVT) of calculus. It states that

Theorem 1. (MVT). There exists c in [a, b] such that f ′(c) = f(b)−f(a)
b−a if f ′(x) has a

value for every x in [a, b].

R
(0.78,2.31)

Q (1.5,4.0)

P
(0,1)

a = 0 c = 0.78 b = 1.50

W

y = f’(x)

x

y

Figure 1.9 An area interpretation of an integral.

Geometrically, MVT means that there is at least one point c whose tangent line is paral-
lel to the secant line AB. Of course, this holds if y = f(x) is a straight line, in which case
c can be any point in [a, b].

Rigorous mathematics for MVT would require one to prove the above statement “(f(b)−
f(a))/(b − a) must meet the mid-ground slope f ′(c) at one point c in [a, b],” namely, it
proves the existence of the point c. This is to prove the intermediate value theorem and is
beyond the scope of this introductory lecture.

Therefore, the integral I[f ′(t), a, x] = f(x)−f(a) is the increment of the antiderivative
from a to x, and is also the area for the region between the integrand derivative function
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C (0.78,2.08)

B (1.5,4.47)

A
(0,1)

a = 0 c = 0.78 b = 1.50

T

y = f(x)

x

y

Figure 1.10 Illustration of the mean value theorem: There is a tangent line parallel to the secant
line connecting points A and B.

and y = 0 in the interval [a, x], i.e., the region bounded by y = f ′(t), y = 0, t = a and
t = x. The traditional definition of an integral is from the aspect of an area that is defined
as a sum of many rectangles of increasing narrow widths, under the condition of each width
approaching zero. For non-mathematics majors and general public, the condition of each
width approaching zero, which is a concept of limit, adds complexity and confusion to the
traditional definition of integral. In contrast, the geometric meaning of our direct integral
is the height increment of the antiderivative, not the area underneath of the derivative. The
area is only regarded as an additional geometric interpretation according to the intermediate
value theorem. Under this interpretation of area, we have the following example.

Example 7. I[
√

1− x2, 0, 1] is the area of a quarter unit round disc and is thus equal to
π/4, since y =

√
1− x2 represents a quarter circle in the first quadrant.

Calculating the slope using the factorization method works for polynomial functions,
but the procedure is tedious. The procedure may not even work for transcendental functions
like y = sinx. The MVT provides another way to calculate the slope by using the slope
of a secant line. In the above MVT, if B moves very close to A, then the mean value
(f(b) − f(a))/(b − a) = f ′(c) in Theorem 1 is approaching the slope at A, since c is
approaching a, forced by b approaching a. The formal writing is

lim
b→a

f(b)− f(a)

b− a
= f ′(a). (1.27)

This can also be considered a definition of derivative and is called defining a derivative by
a limit. This procedure is efficient to calculate the derivative by hand and to derive many
traditional derivative formulas in the earlier years of calculus.
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1.5 Descartes’ method of tangents and brief historical note

So, what is the origin of the direct calculus ideas described above? Numerous papers
and books have discussed the historical development of calculus. Here we recount the
development by a few major historical figures to sort out the origin of the main ideas of the
calculus method outlined above. We cite only a few modern references and two works by
Newton. Our focus is on (i) Descartes’ method of tangents that is the earliest systematic
way of finding the slope of a curve without using a limit, and (ii) Wallis’ formulas of
area, which were the earliest form of FTC. We do not intend to present a complete list of
important works on the history of calculus.

In 1638, René Descartes (1596-1650) derived his method of tangents and included the
method in his 1649 book, Geometry (see Cajori (1985), p.176). Descartes’ method of
tangents is purely geometric, constructing a tangent circle at a given point of a curve with
the circle’s center on the x-axis (Cajori (1985), pp. 176-177). Graphically, it is easier to
draw a tangent circle than a tangent line using a compass and rulers. The tangent circle
can be constructed using a radius line and moving the center on the x-axis so that the
circle touches the curve at only one point. Then a tangent line can be drawn as the line
perpendicular to the radial line of the circle at the tangent point.

Descartes’ method of tangents also has an analytic description. The tangent circle is
determined by the given point P (x0, y0) on the curve and the moving center on the x-axis
(a, 0). The circle’s equation is

(x− b)2 + (y − 0)2 = (x0 − a)2 + (y0 − 0)2. (1.28)

The tangent condition requires that this equation and the curve’s equation y = f(x) have a
double root at P (x0, y0). This can determine a and hence the tangent circle. The radial line
is determined by P (x0, y0) and (a, 0) and has its slope mR = y0/(x0 − a). The tangent
line of the circle at point P (x0, y0) is the tangent line of the curve at the same point. The
slope of the tangent line is calculated as mT = −1/mR = (a − x0)/y0. In the above
procedure, limit is not used.

Example 8. Use Descartes’ method of tangents to find the slope of y =
√
x at (1, 1).

Substituting y =
√
x into eq. (1.28), we obtain

(x− a)2 + x = (1− a)2 + 1. (1.29)

This can be simplified to

x2 + (1− 2a)x+ 2(a− 1) = 0. (1.30)

Knowing that x = 1 is a solution of this equation helps factorize the left-hand side

(x− 1)(x+ 2− 2a) = 0. (1.31)

The double root condition for a tangent line requires x1 = x2 = 1. This leads to

x2 + 2− 2a = 1 + 2− 2a = 0. (1.32)

Hence, a = 3/2. The slope of the radial line is mR = 1/(1 − 3/2) = −2. The slope of
the tangent line is thus mT = 1/2.

Although Descartes’ method of tangents is complicated in calculation, its concept is
simple, clear and unambiguous, and its geometric procedure is sound. It does not involve



DESCARTES’ METHOD OF TANGENTS AND BRIEF HISTORICAL NOTE 17

small increments of an independent variable (developed by Fermat also in the 1630s), and
hence it does not involve limits or infinitesimals. According to the point-slope equation
of a tangent line presented earlier, the complexity of Descartes’ method of tangents is
unnecessary to calculate a slope. However, the point-slope form of a line was not known
during Descartes’ lifetime. According to Range [6], the point-slope form of a line was first
introduced explicitly by Gaspard Monge (1746-1818) in a paper published in 1784. Thus,
Monge’s point-slope method of tangent appeared more than 100 years after Descartes’
method of tangents.

Pierre de Fermat (1601-1665)’s method of tangents is similar to the modern method of
differential quotient and uses a small increment (i.e., infinitesimal), which is ultimately set
to be zero when the infinitesimal is forced to disappear from the denominator (Ginsburg
et al., 1998). Thus, Fermat’s method of tangents is more efficient for calculation from the
point of view of limit, while Descartes’ method of tangents is geometrically more direct
and easier to plot by hand, and Monge’s method of tangents is geometrically more direct.
Fermat also used a sequence of rectangular strips to calculate the area under a parabola.
His strips have variable width, which enabled him to use the sum of geometric series. This
method of calculating an area can be traced back to Archimedes.

Archimedes (287-212 BC) ’s method of exhaustion enabled him to find the area under a
parabola. He used infinitely many triangles inscribed inside the parabola and also utilized
the sum of geometric series.

Bonaventura Cavalieri (1589-1647) used rectangular strips of equal width to calculate
the area under a straight line (i.e., a triangle) and under a parabola.

Around 1655-1656, John Wallis (1616-1703) derived algebraic formulas that represent
the areas under the curve of simple functions, such as y = kt and y = kt2, from 0
to x (Ginsburg et al., 1998). Considering the existing work on tangents (i.e., slopes or
derivatives) at that time, and considering the DA pair concept here, we thus may conclude
that Wallis had already explicitly demonstrated, before Newton, the relationship between
slope and area using examples, i.e., FTC.

Isaac Newton (1642-1727) attended Trinity College, Cambridge in 1660 and quickly
made himself a master of Descartes’ Geometry. He learned much mathematics from his
teacher and friend Isaac Barrow (1630-1677), who knew the method of tangents by both
Descartes and Fermat and also knew how to calculate areas under some simple functions.
Barrow revealed that differentiation and integration were inverse operations, i.e., FTC (Ca-
jori, 1985). Newton summarized the past work on tangents and area calculation, introduced
many applications of the two operations, and made the tangent and area methods a system-
atic set of mathematics theory. Newton’s method of tangents followed that of Fermat and
had a small increment that eventually approaches zero. Namely, he used a sequence of se-
cant lines to approach a tangent line as is done in modern calculus’ definition of derivative.
Although the “method of limits” is frequently attributed to Newton (see his book (Newton,
1729) entitled “The Mathematical Principles of Natural Philosophy” (p45)), he was not
as adamant as Leibniz about letting an infinitesimal be zero at the end of a calculation.
Newton was dissatisfied with the omitted small errors. He wrote that “in mathematics the
minutest errors are not to be neglected” (see Cajori (1985), p198).

Newton’s method of fluxions intended to solve two fundamental mechanics problems
that are equivalent to the two geometric problems of slope and height increment of a curve
pointed out earlier in in this paper:
“(i). The length of the space described being continually (i.e., at all times) given; to find
the velocity of the motion at any time proposed.
(ii). The velocity of motion being continuously given; to find the length of the space de-
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scribed at any time proposed” (see Cajori (1985), p.193, and Newton (1736), p.19).

The solution to these two problems also led to FTC, as geometrically interpreted in
previous sections. The above statement of the two problems is directly cited from Newton’s
book “The Method of Fluxions ”(Newton (1736), p.19), which was translated to English
from Latin and published by John Colson.

Gottfried Wilhelm Leibniz (1646-1716) produced a profound work similar to Newton’s
that summarized the method of tangents and the method of area using a systematic ap-
proach. His approach has been passed on to today’s classrooms, including his notations of
derivative and integration.

Our description of calculus method has demonstrated that if we avoid calculating the
area underneath a curve and define an integral by the height increment, we can readily
extend Descartes’ method of tangents to establish the theory of differentiation and inte-
gration by considering the slope (i.e., grade), DA pair, and height increment. The no-limit
approach to calculus outlined in this paper is attributable to Descartes’ original ideas, and is
different from the those of Fermat, Newton and Leibniz. The FTC is attributable to Wallis’
original ideas. Ginsburg et al. (1998) concluded that the query whether Leibniz plagia-
rized Newton’s work on calculus is not really a valid question since the calculus ideas had
already been developed by others before the calculus works of either Newton or Leibniz.
Both just summarized the work of earlier mathematicians and developed differentiation and
integration into a systematic branch of mathematics by using the methods of infinitesimals
and limits. After their work, calculus became a very useful tool in engineering, natural
sciences, and numerous other fields.

In addition to the aforementioned mathematicians, there are many others who con-
tributed to the development of calculus, including Gregory of St. Vincent (1584-1667)
from Spain, Gilles Persone de Roberval (1602-1675), Blaise Pascal (1623-1662), Chris-
tiaan Huygens (1629-1695), and Leonhard Euler (1707-1783). Augustin-Louis Cauchy
(1789-1857) has been credited with the rigorous development of calculus from the defini-
tion of limits. Karl Weierstrass (1815-1897) corrected Cauchy’s mistakes and introduced
the delta-epsilon language we use today in mathematical analysis.

1.6 Conclusions on DD Calculus

We have introduced the concepts of derivatives and integrals without using limits. Geomet-
rically, derivatives were introduced directly from the slope of a tangent line. Algebraically,
derivatives and antiderivatives were introduced simultaneously as a DA pair. Then the inte-
gral was introduced as the height increment of the antiderivative function. This increment
was geometrically interpreted as the area of the region bounded by the integrand function,
the horizontal axis and the integration interval. A justification of this interpretation was
given to demonstrate that this definition of area was reasonable and mathematically rigor-
ous up to the proof of IVT which, like the Euclidean axioms, is intuitively true to most
people in general public. At the end, we pointed out that limit was an efficient approach
to calculate derivatives by hand and could help derive derivative formulas for complicated
functions besides polynomials. We thus regard that the limit approach to calculus is an
excellent computing method for finding derivatives by hand. In the pre-computer era, this
limit approach was obviously critical in calculating derivatives of a variety of functions.
In our current computer era, the limit approach to calculus is less essential and may be
unnecessary for non-mathematical majors or general public at the introductory stage.
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Although the ideas of direct calculus described in this paper come from practical appli-
cations, we have maintained the self-contained mathematical rigor and logic. Pure mathe-
matical analysis regarding the structure of real line and the sequence approach to a compact
set are not topics for this introduction. These analysis approaches mainly due to Cauchy
and Weierstrass have certainly enriched calculus as begun by Archimedes, Descartes, Fer-
mat, Wallis, Newton, Leibniz and others. However, our paper has shown that it is possible
to introduce the basic concepts and calculation methods of calculus directly, without using
limits.

One can also regard calculus as an extension of the trigonometry of a regular right
triangle to the trigonometry of a curved-hypotenuse right triangle. For a regular right
triangle, the slope (i.e., derivative = tangent of the angle) of the hypotenuse is derivative,
and the vertical increment (i.e., an integral) is equal to the opposite side, which is the
integral of the derivative (see Figure 11). It is obvious that the vertical increment and the
slope are related and have the following relationships:

tan θ =
BC

AC
(derivative) (1.33)

and
BC = tan θ ×AC (integral). (1.34)

These two formulas are the FTC for the regular right triangle. The extension is from this
straight line hypotenuse to the curved hypotenuse, such as a parabola or an exponential
function. For the curved hypotenuse, the slope varies at different points and the total height
increment is an integral. That is,

m = f ′(x) (derivative) (1.35)

and
BC = I[f ′(x), a, b] (integral). (1.36)

A θ A

B B

C C

Figure 1.11 Calculus explained by triangles with straight and curved hypotenuses
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1.7 Calculus from a Statistics Perspective

The following sections provide another approach to establishing the calculus method from
the concept of mean, i.e., average of climate data. This approach is from a statistics per-
spective and can help calculus learners understand calculus ideas and analyze a function
defined by data or sampling values from a given function, rather than an explicit mathemat-
ical formula. The basics of this approach are two averages: arithmetic mean and graphic
mean. The arithmetic mean is used to define integral. Area is used to interpret the meaning
of an integral. Antiderivative is introduced from integral, and derivative-antiderivative pair
is introduced as a mathematical operation entity. The graphic mean is an average speed in
an interval and is used to interpret the meaning of a derivative.

How can one use elementary statistics method to help explain ideas of calculus? The
purpose of this paper is to provide an approach to developing calculus methods from a
statistics perspective. Our approach is motivated in part by mathematical modeling (Ka-
plan et al., 2012), and can be helpful for enhancing the link between elementary statistics
courses and calculus courses. The link is developed from statistics to calculus and is dif-
ferent from the traditional connection from calculus to statistics.

A mathematical function y = f(x) can be represented in four ways (see p11 of Stewart
(2008)): (i) a description in words or text, (ii) a table of at least two columns of data, (iii) a
graph in the x-y coordinates plane, and (iv) an explicit mathematical formula. Conventional
calculus textbooks (e.g., Anton et al. (2008) and Stewart (2008)) almost exclusively deal
with Case (iv): functions defined by explicit formulas. The graphic representations (i.e.,
Case (iii)) are dealt with as a supporting tool for the function formula. Case (ii), data-
represented functions, is usually considered the category of statistics, which analyzes data
and makes inferences for the data’s implications. Hence, most calculus textbooks do not
deal with this case even in the modern era of computers. However, the rapid development of
data-based information in our practical life requires us to broaden the traditional statistics
methods, including interconnections between statistics and calculus. Today’s speed and
availability of personal computers and smart phones make it possible to take new and
innovative approaches to calculus for functions represented in any of the four ways. This
paper will develop the calculus ideas from statistics perspective. We will build the calculus
concept for the function of Case (ii) and make the concept applicable to the functions of
all the four cases. We use two types of averages: arithmetic mean and graphic mean. The
arithmetic mean and law of large numbers (LLN) are used to define an integral, and graphic
mean is to define a derivative.

We do not intend to use this approach to replace the conventional way of teaching cal-
culus. Instead, our proposed approach may be used as supplemental material in today’s
classrooms of conventional calculus and hence provides a new perspective for explaining
calculus ideas to students. Further, we do not claim that this approach is superior to other
approaches to calculus. Every approach to calculus has its own disadvantages. Ours is not
an exception.

Mathematicians have experimented the new approach in two different courses. Samuel
Shen of San Diego State University (SDSU) used it in Calculus I for engineering and
physical sciences in the Fall 2011, where he spent two hours altogether at the beginning
of the course on the new approach in a class of 120 students. After the two hours, he
asked his students to explain the concept of integral to their grandmother. Dov Zazkis
taught this material to four students in the summer of 2011 in the third mathematics course
at SDSU in a sequence of four courses for prospective elementary school teachers. This
third mathematics course’s main contents are on probability and statistics. He made an
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educational pedagogy study from this course and spent over four hours on this approach
with emphasis on understanding the concept of integrals. Therefore, our modest goals of
the calculus from statistics perspective are (a) to provide a set of supplemental materials to
explain the the concept of calculus from a non-traditional perspective, and (b) to provide
research opportunities for mathematics education.

To simplify the description of our approach to the integral and derivative concept, we
limit our functions to those that are continuous and smooth with positive domain and posi-
tive range, when discussing the Case (iv) function y = f(x). These limits do not affect the
rigor of the mathematics developed here and can be easily removed when a more sophisti-
cated mathematics of calculus is introduced.

1.8 Arithmetic mean, sampling, and average of a function

For a given location on Earth, its temperature’s variation with respect to time forms a func-
tional relationship. Consider the arithmetic mean for the annual surface air temperature
(SAT) data (in units [◦C]) data from 1951-2010 at Fredericksburg (38.32◦N, 77.45◦W),
which is 80 kilometers southwest of Washington DC, United States (See Table 1). The
data pairs (xi, fi)(i = 1, 2, · · · , n) represent the tabular form of a function (the Case (ii)
function) with xi for time and fi for temperature, and n is 60 for this case. Arithmetic
mean is defined as

f̄ =

∑n
i=1 fi
n

. (1.37)

For the SAT data in Table 1, the mean is 13.2[◦C].

Table 1. Annual mean SAT at Fredericksburg from 1951- 2010

Annual mean surface air temperature at Fredericksburg (38.32◦N, 77.45◦W)

Virginia, United States. The temperature units are [◦C]. The data are from

the U.S. Historical Climatology Network.

http://www.ncdc.noaa.gov/oa/climate/research/ushcn/

1951 13.1 1961 12.9 1971 13.2 1981 12.5 1991 14.3 2001 13.7

1952 13.4 1962 12.3 1972 12.8 1982 12.7 1992 12.5 2002 14.3

1953 14.4 1963 12.4 1973 13.7 1983 12.8 1993 13.2 2003 13.0

1954 13.7 1964 13.2 1974 13.3 1984 13.0 1994 13.2 2004 13.6

1955 12.6 1965 12.7 1975 13.0 1985 13.6 1995 13.2 2005 13.7

1956 13.1 1966 12.4 1976 12.6 1986 13.4 1996 12.6 2006 14.2

1957 13.3 1967 12.3 1977 13.1 1987 13.4 1997 13.0 2007 14.1

1958 12.1 1968 12.8 1978 12.3 1988 12.6 1998 14.7 2008 13.7

1959 13.6 1969 12.5 1979 12.5 1989 12.9 1999 13.9 2009 13.2

1960 12.6 1970 13.1 1980 12.7 1990 14.3 2000 13.0 2010 14.2

Next we explore the data that are samples from the Case (iv) functional values. The
samples of independent and dependent variables are (xi, yi), i = 1.2. · · · , n, where the
Case (iv) function is denoted by y = f(x). The sampling of x is usually done in three
ways.

1. Uniform sampling: The distance between each pair of neighborhood samples is the
same, i.e., h = xi−xi−1 is the same for each i. The sample points can be determined
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by xi = xi−1 +h, i = 1, 2, · · · , n. An example is the SAT sampling in Table 1 whose
h is one year. Another example is a uniform sampling of a function shown in Figure
1.

2. Random sampling: Random sampling is, by name, a probability process and can be
determined by a predefined way using a statistics software. Many software tools for
generating random numbers are available in pubic domain for free, such as Wolfra-
mAlpha: www.wolframalpha.com. The command RandomReal[{0,2},10]
yields 10 random real numbers in the interval [0, 2]. A trial of this command is
{1.25685, 1.02584, 1.26752, 0.813785, 0.224482, 0.905491, 1.73265, 1.44104, 1.95108,
0.926807}
Of course, each trial yields a different random result.

3. Convenience sampling: This sampling may be neither as evenly spaced as the uni-
form sampling nor completely random, but the samples are taken from convenient
and practical locations, such as the location of weather stations, which could be nei-
ther at the top of Himalayas nor over the midst of Pacific. Thus, convenient sampling
is often encountered in practice, such as the data from geology, meteorology, hydrol-
ogy, agriculture and forestry, but suffers possible drawbacks of bias and incompletion.
When given a Case (iv) function, this sampling is unnecessary, but for a function of
the other three cases in practical applications, this sampling is essential to describe a
function for applications.
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Figure 1.12 Uniform sampling for a function y = f(x) in [a, b]. The area under the curve is
approximated by the sum of the narrow rectangular strips
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Let us explore two examples of calculating arithmetic means of sample data from a
function: y = x and y = x2.

From our intuition or assisted by a figure (see Figure 2 with a = 0), we can infer that
the mean of the function y = x in [0, 1] is 1/2. This result can be simulated by different
sampling methods.

1. Uniform sampling: We use a sample of size 100 with the first sample at x = 0.01
and last sample at x = 1. These 100 points divide the interval [0, 1] into 100 equal
sub-intervals of length 1/100:

x1 = 0.01, x2 = 0.02, · · · , xi =
i

100
, · · · , x100 = 1.

yi = xi, i = 1, 2, · · · , 100

The arithmetic mean of data yi, i = 0, 1, · · · , 100 is equal to

ˆ̄y =

∑100
i=1 yi
100

=

∑100
i=1(i/100)

100
=

∑100
i=1 i

100× 100
= 0.505, (1.38)

which is very close to the exact average value 0.5.

2. Random sampling: Random sampling usually does not sample the end points. Our
100 samples are at the internal points of [0, 1], i.e., over (0, 1). WolframAlpha com-
mand RandomReal[{0,1},100] generates 100 random numbers whose mean is
0.5312, which is close to the exact result 0.5. Again, the result 0.5312 is different each
time the command is implemented due to the random nature of the RandomReal
generator. It is intuitive that larger samples should be likely to lead to more accurate
approximation. When using 1000 samples, a result is 0.4981, which is very close to
0.5.

Next we consider y = x2 in [0, 1] (see Figure 3). The uniform sampling of using 100
points as above yields the following:

ˆ̄y =

∑100
i=1 y

2
i

100
=

∑100
i=1(i/100)2

100
=

∑100
i=0 i

2

1002 × 100
=

100× (100 + 1)(2× 100 + 1)/6

1002 × 100

=
101× 201

6× 1002
= .33835

The random sampling with WolframAlpha uses a command RandomReal[{0,1},10]ˆ2
to generate the data, and the text result can be copied and used to calculate the mean by
using WolframAlpha. A result is 0.36726. The accurate mean value should be 0.33333,
which can be computed from n samples when n is very large.

WolframAlpha has limited statistical computing power. The open source statistics soft-
ware R and the commonly used MS Excel have more statistical computing power and can
be used for practical applications and research. An Excel calculation of the sample mean
for y = x2 in [0, 1] for different number of samples is given in Table 2, which indicates
that, in general, the accuracy of the mean improves as the sample size n increases. As
a matter of fact, the improvement of the accuracy can be quantified by the error σ/

√
n

where σ is the standard deviation of the population being sampled. This is a result of the
Central Limit Theorem (CLT) in statistics (see a basic statistics text, e.g., Johnson and
Bhattacharyya (1996) and Wackerly et al. (2002)). The CLT states that the mean of sam-
ples with sufficiently large sample size is normally distributed. CLT further asserts that
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Figure 1.13 Arithmetic mean of a linear function.
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Figure 1.14 Uniform sampling of a parabolic function.

(i) the expected value of the sample mean is the same as the population mean, and (ii) the
variance of the sample mean is (1/n)th of the population variance. These two assertions
are widely assumed in practical statistical applications and computer calculations, such as
Monte Carlo simulations. This is normal distribution result can be intuitive to students and
may be accepted as an axiom. However, instructor does not need to teach the CLT to stu-
dents in this first introduction of calculus from statistics perspective. This is like the case
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that the first introduction of conventional calculus does not need to prove the existence of
a limit from the rigorous δ − ε argument.

Table 2. Convergence of the sample mean as the sample size increases.

Sample Size n 10 100 1,000 10,000 100,000 1,000,000

Uniform Sampling 0.3850 0.3384 0.3338 0.3334 0.3333 0.3333

Random Sampling

Trial 1 0.4350 0.3505 0.3463 0.3344 0.3315 0.3332

Trial 2 0.3560 0.3058 0.3284 0.3325 0.3331 0.3332

Trial 3 0.4640 0.3518 0.3355 0.3317 0.3357 0.3332

Average 0.4183 0.3360 0.3367 0.3329 0.3335 0.3332

Let ˆ̄f [n] denote the mean from n samples. Then, it is almost always true that ˆ̄f [n]
approaches the true mean of the function as n increases. This convergence has a probability
equal to one. The probability for this to be false is zero. This intuitive conclusion is the
strong LLN (see Wacherly et al., 2002), which asserts that the event of the following limit
being true has a probability equal to one:

lim
n→∞

ˆ̄f [n] = f̄ . (1.39)

Here f̄ is the limit of the sequence { ˆ̄f [1], ˆ̄f [2], ˆ̄f [3], · · · }, or simply { ˆ̄f [n]}.
For example, when x2 is uniformly sampled by n points over [0, 1], the mean is

ˆ̄f [n] =

∑n
i=1(i/n)2

n
=

∑n
i=0 i

2

n× n2
=
n(n+ 1)(2n+ 1)/6

n3
=
n+ 1

n
× 2n+ 1

6n
.

As n → ∞, the first factor goes to 1 and the second to 2/6=1/3. Thus, the above mean
approaches 1/3 ≈ 0.33333333 as n→∞.

The above leads to the definition of average of a function y = f(x) in an interval [a, b]

f̄ = lim
n→∞

∑n
i=1 f(xi)

n
, (1.40)

where {xi}ni=1 are sampled from [a, b] by uniform sampling, random sampling, and possi-
bly convenience sampling. We also call f̄ arithmetic mean, or just mean, of the function
y = f(x).

1.9 Definition of integral, antiderivative, and DA pair

Definition 1. (Definition of integral). it If f̄ is the average of the function f(x) over the
interval [a, b], then (b− a)× f̄ is defined as the integral of f(x) over [a, b], denoted by

I[f, a, b] = (b− a)f̄ (1.41)

This serves as the definition of the definite integral in conventional calculus. Since we
will not introduce the concept of indefinite integral, we thus treat ”integral” here as the
”definite integral.”
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From the examples of mean in the above section, we can calculate the following inte-
grals:

I[x, 0, 1] = (1− 0)× (1/2) = 1/2,

and
I[x2, 0, 1] = (1− 0)× (1/3) = 1/3.

Then, what is the graphic meaning of integral from the above definition of integral? We
use uniform sampling to make an interpretation. Since ˆ̄f [n] ≈ f̄ , we have

I[f, a, b] ≈ (b− a) ˆ̄f [n] = (b− a)

∑n
i=1 fi
n

=

n∑
i=1

b− a
n

fi.

Here fi = f(xi) is the sample value of the function at the sampling location xi (see Figure
1). Since this is uniform sampling, xi+1 − xi = h = (b − a)/n. Thus, each term in the
above sum

b− a
n

fi

is the area of a rectangular strip with base h = (b−a)/n and height fi, as shown in Figure
1. Thus, (b−a) ˆ̄f [n] is the area of under the echelon, formed by n rectangular strips whose
heights are determined by the function values from a uniform sampling f(xi) = f(ih), i =
1, 2, · · · , n. This sum approaches the true area, denoted by S, of the region under the curve
y = f(x) in [a, b]. The ever improving approximation as n→∞ is a process of limit and
is denoted by

lim
n→∞

(b− a) ˆ̄f [n] = S = I[f, a, b]. (1.42)

Dividing both sides by b− a leads to the limit of ˆ̄f [n] as n→∞

lim
n→∞

ˆ̄f [n] = f̄ . (1.43)

As mentioned earlier, the existence of this limit is guaranteed by LLN, and the probability
for this limit to fail is zero.

Therefore, the geometric meaning of the integral I[f, a, b] is the area of the region
bounded by y = f(x), y = 0, x = a and x = b.

Following the Shen and Lin (2014)’s idea of derivative-antiderivative (DA) pair, we can
introduce the concept of antiderivative and derivative. We define the integral I[f, a, x]
as antiderivative of f(x) and is denoted by F (x), where a is an arbitrary constant and
x is regarded as a variable. We also call f(x) the derivative of F (x) and is denoted by
F ′(x) = f(x). Because x is regarded as a variable, antiderivative F (x) is a function. The
function pair (f(x), F (x)) is called a DA pair.

From the geometric meaning of integral, F (x) = I[f, 0, x] is the area of the region
bounded by y = f(t), y = 0, t = 0 and t = x over the t− y plane (see Figure 3).

Example 1. Evaluate the antiderivative of f(x) = 1.
The area of the rectangle bounded y = 1, y = 0, t = 0 and t = x over the t − y plane

is x. Thus, F (x) = x, and (1, x) is a DA pair.

Example 2. Evaluate the antiderivative of f(x) = x.
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The area of the triangle bounded y = t, y = 0, t = 0 and t = x over the t − y plane
is x2/2 (See Figure 2). Thus, F (x) = x2/2, and (x, x2/2) is a DA pair, i.e., (x2/2)′ = x
and I[t, 0, x] = x2/2.

Example 3. Evaluate the antiderivative of f(x) = x2.
This is a problem of calculating the area of a curved triangle (See Figure 3). We can use

the uniform sampling as we have done above for y = t2 in the interval [0, 1], but now for
the interval [0, x].

ˆ̄f [n] =

∑n
i=1(xi/n)2

n
= x2

∑n
i=0 i

2

n× n2
= x2

n(n+ 1)(2n+ 1)/6

n3
= x2

n+ 1

n
× 2n+ 1

6n
.

This mean approaches x2/3 as n→∞. Hence,

F (x) = (x− 0)× x2/3 = x3/3.

We thus have a DA pair (x2, x3/3), i.e., (x3/3)′ = x2 and I[t2, 0, x] = x3/3.

It is tedious to find an antiderivative by definition as shown above. Fortunately, many
free software packages, such as WolframAlpha, are now available over the internet and
apps for smart phones (Shen and Lin (2014)). For example, in the pop up box from Wol-
framAlpha, type integral xˆ4. Press the enter key. The WolframAlpha returns the
antiderivative x5/5. So (x4, x5/5) is a DA pair. In the same way, WolframAlpha can
generate the following DA pairs.

1. Power function: (xn, xn+1/(n+ 1)).

2. Exponential function: (ex, ex).

3. Natural logarithmic function: ( 1
x , lnx).

4. Sine function: (cosx, sinx).

5. Cosine function: (− sinx, cosx).

6. Tangent function: (sec2 x, tanx).

One can also use www.wolframalpha.com to find derivatives. For example, in the
pop up box, type derivative xˆ5/5 and press enter. It returns x4. This verifies that
(x5/5)′ = x4.

1.10 Calculation of an integral I[f, a, b]

We can use antiderivative to calculate an integral. From the area meaning of an integral
(see Figure 4), we have the following formula:

I[f, c, d] = F (d)− F (c). (1.44)

This is also denoted by I[f, c, d] = F (x)|dc . Namely, the area of the region bounded by
y = f(x), y = 0, x = c, and x = d is equal to the difference of the area bounded by
y = f(x), y = 0, x = a, and x = d minus the area bounded by y = f(x), y = 0,
x = a, and x = c. This is shown in Figure 4: I[f, c, d] is the area CDD′C′, equal to area
ODD′O′minus area OCC′O′.
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Figure 1.15 Areas and their differences under a curve: an illustration for FTC.

In traditional calculus, this way of calculating an integral is called Part II of the Funda-
mental Theorem of Calculus (FTC), and the DA pair is called Part I of FTC (e.g., Stewart
(2008)).

Example 4. Evaluate I[x2, 0, 1].
Since F (x) = I[x2] = x3/3, I[x2, 0, 1] = x3/3|10 = 13/3− 03/3 = 1/3.

Example 5. Evaluate I[sin2(x), 0, π].
In www.wolframalpha.com, the command integrate sinˆ2 x yieldsF (x) =

(1/2)(x− sinx cosx). Thus,

I[sin2 x, 0, π] = (1/2)(x− sinx cosx)|π0
= (1/2)(π − sinπ cosπ)− (1/2)(0− sin 0 cos 0) = π/2.

One can also use www.wolframalpha.com to calculate the integral directly by us-
ing the command integrate [sinˆ2 x, 0, pi] or integral [sinˆ2 x, 0,
pi]. This command directly returns value π/2.

1.11 Use average speed and graphic mean to interpret the meaning of a
derivative

In the above we have successfully introduced the concepts and calculation techniques of
integral and derivative from statistics perspective. Further, the meaning of integral of a
function in [a, b] is well interpreted as the value increment of its anti-derivative function
from x = a to x = b. This section attempts a remaining task of interpreting the meanings
of derivative of a function and makes connections with the conventional way of defining a
derivative.
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If one drives along a freeway from Exit 6 at 2pm and arrives at Exit 98 at 4pm, one’s
average speed is (98 − 6)/(4 − 2) = 46 mph. In general, we use s(t) to represent the
location of the car at time t, then the distance traveled by the car from time t1 to time t2 is
s(t2)− s(t1). The average speed is

v̄ =
s(t2)− s(t1)

t2 − t1
. (1.45)

This kind of average is called a graphic mean, in contrast to the arithmetic mean discussed
earlier. Figure 5 gives a schematic illustration of function y = s(t). The graphic mean is
thus the slope of the secant line, i.e., the purple line that connects P1 and P2 in Figure 5.
Namely, v̄ = tan θ.
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Figure 1.16 Illustration of a graphic mean.

The instant speed at a time, say t1, is approximately the average speed in an ever smaller
interval [t1, t2], which means t2 goes to t1. The limit expression is

lim
t2→t1

s(t2)− s(t1)

t2 − t1
= v(t1). (1.46)

This is regarded as the slope of y = s(t) at t1, i.e., the slope of the tangent line (i.e., the
red line in Figure 5) of y = s(t) at t1. We would like to show that s(t) is an antiderivative
of v(t), i.e., s(x) = I[v(t), 0, x]. We divide [0, x] uniformly into n sub-intervals of width
h = x/n. Within interval [xi, xi+1), the distance traveled is approximately v(xi)h. The
total distance traveled in [0, x] is

∑n
i=1 v(xi)h, which goes to s(x) − s(0) = I[v, 0, x]

as n → ∞. Thus, (v(t), s(t)) is a DA pair, i.e., the derivative of distance with respect
to time is speed, and the integral of speed is the total distance traveled. Equation (1.46)
provides another way of defining derivative in addition to the derivative introduced via DA
pair. This definition of derivative by limit in (1.46) is the most popular way of introducing
derivatives in today’s classrooms. It is also the main idea of Isaac Newton (1642-1727)’s
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approach to fluxion (see Newton (1736) for his book of Method of Fluxion, 1736). Before
Newton, Pierre de Fermat (1601-1665) developed a method of tangents in 1629 using a
small increment (i.e., infinitesimal) which is finally set to be zero when the infinitesimal
disappears from the denominator (see Cajori (1985) and Ginsburg et al. (1998)). Newton’s
method of fluxion or tangent is similar to Fermat’s but introduced the concept of limit,
although he did not explicitly use a mathematical notation or formula to express the limit
[see Newton (1729) for his book “The Mathematical Principles of Natural Philosophy”
(1729, p45)].

In summary, a derivative ofF (x) is a limit of its graphic mean. One can use the formulas
of DA pairs given in the last section to find the derivative of a given function. For example,
to find the derivative of x2, we use the DA pair (xn, xn+1/n+ 1). With n = 1, the pair
becomes (x, x2/2). So (x2/2)′ = x, hence (x2)′ = 2x.

1.12 Conclusions and discussion

We have used arithmetic mean to define integral. This definition leads to the DA pair
concept, integral’s area meaning, and FTC. We have used graphic mean to interpret the
meanings of a derivative as the slope of a curve or speed of moving object. The graphic
mean also provides another way of calculating derivative by limit, an application of Fer-
mat’s method of tangents. Computer calculation for DA pairs is used here in place of
traditional derivation of derivative formulas using limit and graphic mean. Before today’s
popularity of computer and internet, the method of introducing derivative by limit was
very useful in the calculation of calculus problems, since the method can easily be used
to derive various kinds of derivative formulas for non-polynomial functions, compared to
the DA pair approach I[f, 0, x]. However, with today’s easy access to notebook comput-
ers, smart phones, and publicly available software, finding derivatives and integrals for a
given function can be readily done on the internet. Thus, today’s calculus teaching may
shift its emphasis from the limit-based hand calculations to the web-based calculations,
concepts, interpretations, and applications. Limit is a difficult, subtle, puzzling and inter-
mediate procedure for calculus. Although in our statistics calculus here the limit notation
is introduced to state the existence of the arithmetic mean following LLN, we hardly used
the concept of limit in formulation derivations and actual calculations. Statistical calculus’
rigorous background needs LLN, which requires a rigorous proof but its conclusion has a
certain degree of intuition and can be treated as an axiom like those in Euclidean geometry.
Thus, the calculus based on LLN implies that, with today’s handy computer technology,
the calculus basics can be axiomized and the calculus method can be developed directly
with minimum and intuitive theory without the need of some unnecessary, intermediate
and complex procedures. In this way, calculus can be properly taught in high schools or in
a workshop of a few hours as proposed in Lin (2010).
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EXERCISES

1.1 Climatology is defined as the mean state, or normal state, of a climate parameter,
and is calculated from a period of time called the climatology period (e.g., 1961-1990).
Thirty years are commonly in the climate community as the standard length of the cli-
matology period. Due to the highest density of weather stations in 1961-1990, people
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often use 1961-1990 as their climatology period, although some now chose 1971-2000 or
1981-2010. Surface air temperature (SAT) is defined as the temperature inside a Steven-
son’s screen box about 2 meters above the ground. Daily maximum temperature (Tmax)
is the maximum temperature measured inside the screen box by a maximum temperature
thermometer within 24 hours.

Figure 1.17 Inside a Stevenson’s screen box, invented by Thomas Stevenson in 1864, and
recommended by the World Meteorological Organization (WMO) to measure Tmax and Tmin using
two thermometers. The data were recorded every 24 hours. Tmax and Tmin are the previous 24
hours temperature extremes and depend on the time of observation. Thus, the observations have the
time of observation bias (TOB) due to the inconsistent time of data recording. USHCN dataset has
the TOB corrected data, as well as the raw data.

Go to the United States Historical Climatology Network (USHCN) website

http://cdiac.ornl.gov/epubs/ndp/ushcn/ushcn_map_interface.html

and find the climatology of the August Tmax at Cuyamaca station (USHCN Site No.
042239) near San Diego using the 1961-1990 climatology period.

1.2 Express the Tmax climatology as an integral when regarding Tmax as a function of
time t, using the definition of an integral from the statistics perspective.

1.3 Use Excel or R or another computer program to find the trend of the January mean
Tmin at Cuyamaca station in the period of

a) 1951-2010,
b) 1961-2010,
c) 1971-2010, and
d) 1981-2010.

1.4 Trend and derivative:
a) Use derivative to explain the trends of the above exercise, and
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b) Plot the January Tmin as a function of time from 1951-2010. Use the curve
and its derivative to explain the rate of change and the change of the Cuyamaca
station Tmin for a given period of time. Use derivative and integral as much as
you can.





CHAPTER 2

BASICS OF R PROGRAMMING

An important feature that makes this book different from other mathematics and statistics
tool book for climate science is that we refer to modern computers to do the complex
and tedious algebra. Students can thus focus on correct usage of the tools with accurate
statement of assumptions supported by climate data and models, because they are relieved
from the mountains of formulas, rules and theorems. Among many software packages are
used in climate community, R’s popularity has dramatically increased in the last a few
years due to its enormous power of handling big data. We thus choose to include the basics
of R for this book. A student who has mastered the R examples used in this book should
be able to handle most cases of climate data analysis and presentations for both research
and applications.

2.1 Download and install R software package

For Windows users, visit the website

https://cran.r-project.org/bin/windows/base/

to find the instructions of R program download and installations.
For Mac users, visit

https://cran.r-project.org/bin/macosx/

For details about the publicly open access R-Project, visit

Climate Mathematics,
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https://www.r-project.org/

The beginners of R would find it very difficult to navigate through this official, formal,
detailed, and massive R-Project documentation to learn the program. Fortunately, many
excellent tutorials for a quick learn of R programming are available online and in Youtube.
One can google around and find a couple of his preferred tutorials.

2.2 Youtube tutorial: for true beginners

A very good and slow paced youtube tutorial: Ch. 1. An Introduction to R

https://www.youtube.com/watch?v=suVFuGET-0U

2.3 Youtube tutorial: Reading in csv files into R

https://www.youtube.com/watch?v=QkE8cp0B9gg

2.4 R tutorial for climate science

https://www.isse.ucar.edu/ams/present/elsner.pdf

http://www.ats.ucla.edu/STAT/r/

http://stats.stackexchange.com/questions/72421
/showing-spatial-and-temporal-correlation-on-maps



CHAPTER 3

BASIC STATISTICAL METHODS FOR
CLIMATE DATA ANALYSIS

Statistics originated from Latin ”status” meaning ”state” and is a suite of scientific methods
that analyze data and make credible conclusions. Statistical methods are routinely used for
climate data, such as calculating the climate normal of precipitation at a weather station,
claiming the global warming based on a significant positive linear trend of the surface air
temperature (SAT) anomalies, and inferring a significant shift from the lower North Pacific
sea level pressure (SLP) state to a higher state. The list of questions such as the above
can be infinitely long. The purpose of this chapter is to provide basic concepts and a user
manual on the commonly used statistical methods in climate data analysis, so that the users
can make credible conclusions with a given error probability.

R-programs will be supplied for examples in this chapter. Users can easily apply these
programs and the given formulas in this book for their data analysis needs without pre-
requisite background of calculus and much statistics. To interpret the statistics results in
a meaningful way, domain knowledge of climate science should be very useful when us-
ing the statistical concepts and calculations results to state the conclusions from specific
climate datasets.

Our statistical methods have two objectives: Make credible inference about the climate
state with a given error probability based on the analysis of climate data, and design the
optimal climate data sampling strategies so that the observed data can form the basis of
making objective and reliable conclusions. We will thus present a list of statistical indices,
such as mean and variance, for climate data, and then look into the probability distributions
and statistical inferences using these distributions.
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3.1 A list of statistical indices for a set of data

Mean, variance, standard deviation, skewness, kurtosis, median, 5th percentile, 95th per-
centile, quantiles.

3.2 A set of statistical figures for climate data

Box plot, histogram, scatter plot, qq-plot, linear regression and trend.

3.3 Probability distributions

Normal distribution, t distribution; χ2-distribution, standard normal distribution, probabil-
ity density function (pdf), large samples, central limit theorem

3.4 Confidence interval

Compute the confidence interval at 95% confidence level for normal distribution and for
t-distribution.

3.5 Statistical inferences

Inference for mean for normal distributions and large sample sizes (i.e., sd is given): mean;
confidence interval for mean; inference for mean for normal distribution but small sam-
ple sizes (i.e., sd is not given and unknown); inference about standard deviation and χ2-
distribution.

3.6 Sample size requirement for a given error probability

Type I and Type II errors, and sample size calculation for a given confidence level or a
significance level.

3.7 Uncertainties and sample designs

The problem of sample size design with given error probability.

3.8 Linear trend

Linear trend and its inference.

3.9 Reference websites

http://www.itl.nist.gov/div898/handbook/eda/section3/eda35.htm
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http://empslocal.ex.ac.uk/people/staff/dbs202/cag/courses/MT37C/course-d.pdf

http://www.climate-service-center.de/imperia/md/content/csc/
projekte/csc-report13_englisch_final-mit_umschlag.pdf
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EXERCISES

3.1 The two most commonly used datasets of global average annual mean surface air
temperature (SAT) anomalies are those credited to the research groups of Jim Hansen (rel-
ative to 1951-1980 climatology period) and Phil Jones (relative to 1961-1990 climatology
period):

http://cdiac.ornl.gov/trends/temp/hansen/hansen.html

http://cdiac.ornl.gov/trends/temp/jonescru/jones.html

a) Find the average anomalies of each 15 years, starting at 1880. Use t-distribution
to find the confidence interval of each 15-year SAT average at 95% confidence
level using t-distribution. You can use either Hansen’s data or Jones’ data. Figure
SPM.1(a) of IPCC 2013 (AR4) is a helpful reference.

b) Find the hottest and the coldest 15-year periods from 1880-2014, which has nine
15-year periods. Use t-distribution to check whether the hottest and the coldest
15-year periods are different from zero.

c) Discuss the differences between the Hansen and Jones datasets.

3.2 To test if the average of temperature in Period 1 is significantly different from that in
Period 2, one can use t-statistic

t∗ =
x̄1 − x̄2√
s21
n1

+
s22
n2

, (3.1)

where x̄i and s2i are the sample mean and variance of the Period i (i = 1, 2). The degree
of freedom (i.e., d.f.) of the relevant t-distribution is equal to the smaller n1 − 1 and
n2 − 1. The null hypothesis is that the two averages do not have significant differences,
i.e., their difference is zero (in statistical sense with a confidence interval). The alternative
hypothesis is that the difference is significantly different from zero. Now you can choose
to one-sided test when the difference is positive. Use a significance level of 5% or 1%, or
another level at your own choice.

a) Choose two 15-year periods which have very different average anomalies. Use
the higher one minus the lower one. Use this t-test method for one-sided test to
check if the difference is significantly great than zero.

b) Choose two 15-year periods which have very close average anomalies. Use the
higher one minus the lower one. Use this t-test method for two-sided test to check
if the difference is not significantly different from zero.



CHAPTER 4

MATRICES, MATRIX ALGEBRA, AND
MULTIVARIATE REGRESSION

A matrix here is an N -row and Y -column of numbers, which are called elements. Precipi-
tation data [Units: mm/day] at multiple stations and multiple days form a matrix, normally
with stations [marked by station ID] counted in rows and time [Units: day] counted in
columns. The daily minimum surface air temperature (Tmin) data for the same stations
and the same period of time form another matrix.

As a daily life example, the ages of the audience sitting in a movie theater of rows and
columns of chairs form a matrix. Their weights form another matrix. Their bank account
balance still another, and so on.

A slightly higher level of matrix concept is the coefficient matrix of a group of linear
equations. Solve linear equations are very common in science and engineering. Any nu-
merical solutions of a partial differential equation- climate model will have to solve a set
of linear equations. The famous Leontief’s economic supply-demand balance model is a
set of linear equations that can be written in the matrix form.

A simple elementary school kid’s problem reads like this: The sum of two brothers’ age
is 20 years and their difference is 4. What are the ages of the brothers? One can easily
guess that the older brother is 12 and the younger one is 8. An eight-year old kid can most
likely figure this out. The idea can be extended to a more general form of linear equations.

If we form a set of equations, which would be

x1 + x2 = 20

x1 − x2 = 4 (4.1)

when x1 and x2 stand for the brothers ages.
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The matrix form of these equations would be

Ax = b (4.2)

which involves three matrices:

A =

[
1 1

1 −1

]
,x =

[
x1

x2

]
,b =

[
20

4

]
. (4.3)

The single column n-row matrix is often called an n-dimensional vector.
Although one can easily guess the solution to the matrix equation is x1 = 12 and

x2 = 8, a more consistent computing may be done by R using the following commands

A<-matrix(seq(1:4),2)
b<-seq(1:2)
A[1,1]=1
A[1,2]=1
A[2,1]=1
A[2,2]=-1
b[1]=20
b[2]=4
solve(A,b)
#[1] 12 8 This is the result x1=12, and x2=8.

This R method can solve much more complicated linear equations, such as an equation of
100 unknowns rather than 2 in this example.

This solution may be represented as

x = A−1b, (4.4)

where A−1 is the inverse matrix of A, i.e.,

A−1A = I (4.5)

where

I =

[
1 0

0 1

]
, (4.6)

is called identity matrix, which is like value 1.0 in our commonly used real number system.
This chapter will discuss three topics: space-time decomposition of a climate data ma-

trix, matrix algebra (including matrix division (i.e., inverse matrix) and linear transform),
reduce a matrix to its simplest possible form, and the matrix application in multivariate
linear regression.

4.1 Matrix algebra and echelon form of a matrix

4.1.1 Matrix algebra

Addition, subtraction, multiply a matrix by a scalar constant, multiply a matrix by a matrix,
a matrix divided by a matrix, and matrix inverse.
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4.1.2 Independent row vectors and row echelon form

Example 1:

A =

[
1 1

1 −1

]
, (4.7)

Example 2: 5-deg global precipitation data

http://www.ats.ucla.edu/stat/r/library/matrix_alg.htm

4.2 Space-time representation of climate data

SVD (singular value decomposition)

https://stat.ethz.ch/R-manual/R-devel/library/base/html/svd.html

4.3 Covariance, EOFs, and PCs

Climate data interpretations of SVD results

4.4 Multivariate linear regression using matrix notations

Formulas and R programs
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EXERCISES

4.1 SVD space-time decompositions and data reconstruction.
SVD decomposition: Use R and SVD method to decompose the 5-degree reconstructed

annual precipitation data (PrcpRecon.csv) into space, variance, and time matrices: u, d,
and v.

EOF-PC reconstruction: Use the SVD’s u, d, and v matrices to reconstruct the original
data matrix, m = u · d · vT , where vT is the transpose matrix of v. Here, u’s column
vectors are EOFs which represent spatial variations; the diagonal matrix’s elements are
eigenvalues representing variances; and v’s row vectors are principal components (PCs)
which represent the temporal variation.

a) Choose a case of 4 grid boxes and 2 years.
b) Choose a case of 4 grid boxes and 3 years.
c) Discuss the above results, using plain text or figures or both.

4.2 A covariance matrix C can be computed from a space-time observed anomaly data
matrix X which has N rows for spatial grid boxes and Y columns for time in years:

C = X ·XT /Y (4.8)

This is an N ×N matrix.
a) Choose a Y matrix from the reconstructed 5-degree annual precipitation data and

calculate a covariance matrix for N = 5 and Y = 6.
b) Use R to find the inverse matrix of the covariance matrix C.



CHAPTER 5

ENERGY BALANCE MODELS FOR
CLIMATE AND DIFFERENTIAL EQUATIONS

An equation is any formulation of a balance using one equal to other. A differential equa-
tion is an equation involving derivatives.

The solution of 2x = 3 is x = 3/2 = 1.5 is a number. The geometric meaning of
this equation is that it is the x-coordinate of the intersection point of the slant straight line
y = 2x and the horizontal line y = 3. One can plot the lines and find the intersection, and
hence can find the solution geometrically.

The linear equations of more than one variable is often represented in a matrix formula
discussed in the last chapter:

Ax = b (5.1)

The solution of this equation in matrix form is

x = A−1b (5.2)

where A−1 is the inverse matrix of A. Of course, there is a condition for this solution to
exist, which is that A−1 exists, i.e., the coefficient matrix A is invertible. For

A =

[
1 1

1 −1

]
,b =

[
20

4

]
. (5.3)

, the solution is

x =

[
x1

x2

]
= A−1b = (1/2)

[
1 1

1 −1

][
20

4

]
=

[
12

8

]
, (5.4)
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i.e., x1 = 12 and x2 = 8.
The geometric meaning of this solution is that the solution is the coordinates of the

intersection point of two straight lines on the (x1, x2) plane. One is defined by

x1 + x2 = 20, (5.5)

another by
x1 − x2 = 4. (5.6)

One can thus also find the solution geometrically by plotting the lines and finding the
intersection point.

A quadratic equation, such as x2 − 1 = 0, normally has two solutions, which are x-
coordinates of the intersection points of y = x2 − 1 with x-axis. This particular function
y = x2 − 1 represents an up-open parabola and has two intersection points with x-axis:
x = −1 and x = 1.

The algebraic solution of a general quadratic equation

ax2 + bx+ c = 0 (5.7)

is

x1 =
−b−

√
b2 − 4ac

2a
, x2 =

−b+
√
b2 − 4ac

2a
. (5.8)

Of course, the general parabola y = ax2 + bx+ c may intersect with x-axis at two points
(i.e., two distinct solutions), one point (two overlapped solution, or called double root, or
repeated root), and no point when the entire parabola is above or below the x-axis.

A differential equation is an equation that involves at least one derivative. The simplest
one is

dy

dx
= 0. (5.9)

What is the solution of this differential equation? It must be a relation between x and y
since dy

dx involves x and y. Thus, a solution must be a function (i.e., an expression for
the relationship between x and y). What kind of y − x function can make this equation
satisfied? One can guess that this particular simple differential equation, denoted by DE
hereafter, is that y is a constant. It can be any constant since a constant’s derivative (i.e.
slope) is always zero. So the general solution is

y = C, (5.10)

where C denotes a constant. To fix the solution, we need another condition, called initial
condition. Say y = 2 when x = 0 (the initial state), then the fixed unique solution is y = 2,
the state does not change (because the change rate is always zero).

Another simple example of DE is dy
dx = x, whose general solution is y = x2/2 + C.

This chapter will use the ideas of equations, particularly the DE concepts, to model the
Earth’s air temperature. The unknown variable y in the model equation will be temperature.

5.1 Zero-dimensional Energy Balance Model for Earth’s Constant Tempera-
ture Climate

5.1.1 Earth’s energy budget

The energy balance of the incoming solar energy and the outgoing energy to the outer
space through radiation and reflection forms an equation, which is called an energy balance
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model (EBM) for climate. This is the simplest, yet very important, climate model for the
study of long-term climate change. After all, the warming of the Earth surface is powered
by the solar energy and regulated by ocean water and other Earth surface materials, such
as ice, air, and plants. The updated observation by satellite shows a net incoming energy of
0.9 watts per square meter (See Figure 5.1), which is equal to the incoming solar energy of
minus the outgoing total energy and can be a cause of surface air warming still regulated
by the water body in the vast ocean.

Balance of the global energy budget:  Kevin Trenberth et al. (Bull. Amer. 
Meteo. Soc., 2009), an update from his 1997 results marked in red.  
 

1997 result in round brackets (342) 
(235)	


(165)	


(324)	


Carbon dioxide forcing is about 2 w/sq m. The net heating is 0.9 w/sq m.  

(342) 

Figure 5.1 Energy balance of the Earth’s surface: incoming solar radiation and outgoing energy
via radiation and reflection (Trenberth et al. (2009)).

This small amount of net incoming energy (0.9 watts/square meter) kept on the surface
, including the entire atmosphere and ocean, has a large uncertainty, since the energies
emitted by atmosphere to the outer space (mainly via clouds) and radiated by to Earth’s
surface (also via clouds) are hard to measure due to the complexity of clouds. The 2009
value of cloud radiation back to the Earth surface was 333 w/sq. m, while the 1997’s value
was 324 w/sq. m; the difference is 9 w/sq. m. The energy emitted by atmosphere was 169
w/sq. m. in 2009 publication, while the 1997 value was 165 w/sq. m; the difference is 4
w/sq. m. These large uncertainties in clouds’ influence on energy leads to a question of
whether the 0.9 w/sq. m is significantly different from zero. One can make an inference
on a null hypothesis and an alternative hypothesis when the uncertainties are quantified.
Another way to ask the question is: what is the confidence interval (CI) of the mean 0.9
w/sq. m at 95% confidence level? If the CI includes zero, then the net incoming energy 0.9
w/sq. m is not significantly difference from zero. Thus, the global warming in the last 150
years cannot be solely based on the assessment of a small positive net incoming energy.
Climate dynamics must be involved, taking into account of ocean water, land processes,
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major atmospheric and oceanic circulation patterns including MJO, Walker Circulation,
Hadley Circulation, AO, QBO, ENSO, PDO, AMO, global monsoon systems, and polar
ice dynamics and Tibetan Plateau’s orographic effects. Including all these effects would
form a general circulation model (GCM) for climate, which is the kind of climate models
developed and run by major climate research centers. The high resolution GCMs must be
run on supercomputers, such as those of 4-by-4 km resolution models. Most GCMs still
have their resolution larger than 100 km.

GCM in climate community also refers to a Global Climate Model, which often has
general circulations.

The EBM discussed here ignores these circulations and considers only the energy bal-
ance: the energy comes to the Earth system and the energy goes out from the system.

5.1.2 A uniform snowball Earth

Since sun is far away from Earth, the Earth’s one side receives sun’s radiation as straight
line rays shown in Figure 5.2. The power of solar rays is called solar constant, denoted by
S, which is about 1,365 w/sq.m (at the lower activity phase of sun spots)

http://science.nasa.gov/science-news/science-at-nasa/2003/17jan_solcon/

and varies with time around this value both randomly and periodically because of solar
activities, such as the 11-year cycle of sun’s dark spots.

The entire Earth receives solar radiance on one side at a given moment. The total energy
flux is equivalent to that going through a round disk of the Earth’s radius R (about 6,400
km). The round disk’s area is πR2. The energy is distributed to the entire Earth surface
whose area is 4πR2. Thus, the per unit square’s solar irradiance received by the Earth’s
surface is

Ssolar = S
πR2

4πR2
= S/4 = 1, 365/4 = 341.25[wm−2]. (5.11)

Some solar irradiance is reflected back to the outer space and is determined by Earth’s
reflectivity, α, which is approximately 0.32 for our current Earth surface conditions. Thus,
the solar energy received by Earth is

Ein = (1− α)(S/4). (5.12)

The solar radiance received by Earth can have large variations due to the conditions of
Earth’s surface and clouds (through the variation of α value) and due to the solar activities
like the sun spots (through the variations of S values), and can be as large as a few percent,
possibly up to 7% claimed by some.

The other part is radiation given out by the Earth. It is universal that every body radi-
ates energy, so does the Earth. It radiates like our humanbody via infrared waves, which
are long compared to the incoming solar irradiance waves that can perpetrates transpar-
ent glasses and plastic membrane, while the infrared cannot. This mechanism makes the
greenhouse work, and the phenomenon is called the greenhouse effect. The small amount
of transparent carbon dioxide (CO2) can produce the greenhouse effect: short wave comes
in and long waves are trapped. The CO2 amount in air is measured by the famous Keeling
curve, dedicated to David Keeling, a late SIO professor who started to observe the CO2
data from 1958. Today (August 20, 2015)’s CO2 reading is 397.93 ppm (parts per million).
This number was around 320 ppm in 1958.
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Figure 5.2 Earth’s one side receives sun’s radiation as straight line rays .

The long wave radiation to the outer space by Earth follows the Stefan-Boltzmann
blackbody law

Ebb = εσT 4, (5.13)

where
σ = 5.670373× 10−8[Wm−2K−4] (5.14)

is called Stefan-Boltzmann constant, and 0 < ε ≤ 1 is the dimensionless emissivity of
Earth surface. In the Stefan-Boltzmann law, temperature is in the unit of Kelvin degrees,
which is 273+ Celsius degrees. We first take ε to be one.

If the Earth temperature does not change and the incoming energy is equal to the out-
going energy, then we have an equation of energy balance Ein = Ebb, i.e.,

εσT 4 = (1− α)(S/4). (5.15)

We can easily solve this algebraic equation

T 4 =
(1− α)(S/4)

εσ
=

(1− 0.32)(1365/4)

1.0× 5.670373× 10−8
= 40.92× 108[◦K]4 (5.16)

Then the temperature is

T 4 = 40.92[◦K]4, T = 253[◦K], T = −20[◦C] (5.17)

As the Earth surface air temperature, this T value is too low. Even it is too low when
T is regarded as the average of a column of air weighted by the air concentration. This
T = −20[◦C] is a uniform temperature snowball Earth, everywhere having a below frozen
temperature.
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To make it a uniform Earth surface of other types different from snow or ice, we can
tune the model by tuning the parameters in the above EBM solution

T =

[
(1− α)(S/4)

εσ

]1/4
− 273 [◦C] (5.18)

One way is to tune down the Earth emissivity ε from 1.0 to 0.6, justified by the green-
house effect of heat trapping. Then,

T =

[
(1− 0.32)(1365/4)

0.6× 5.670373× 10−8

]1/4
− 273 = 14 [◦C] (5.19)

Although this number seems reasonable and is the global average SAT of the current
Earth, it is impossible to demonstrate by observation to support the emissivity parameter’s
value ε = 0.6. In addition, this is the uniform temperate Earth, perhaps the the wet-
towel-wrapped Earth, which has no difference between equator and poles. Not a reality.
Nonetheless, this gives us a knob to turn for tuning a climate model, i.e., how the heat is
trapped due to the non-perfect emissivity.

Yet, another problem emerges: when the Earth surface is wet-towel wrapped, its reflec-
tivity α is different from that of snowball Earth. Thus, the Earth is a nonlinear system. All
the parameters are related in a nonlinear way.

5.1.3 EBM for a uniform Earth with nonlinear albedo feedback

To make the model a one step close to reality, we make reflectivity depend on the surface
temperature T . One model is below

α(T ) = 0.5− 0.2× tanh((T − 265)/10), (5.20)

which means α = 0.3 when it is ice-covered for low temperature and has a high albedo (α
is called co-albedo), and 0.7 when it is ice-free for a high temperature and a low albedo
(see Figure 5.3). Then, the new EBM is

εσT 4 = (1− (0.5− 0.2× tanh((T − 265)/10))(S/4). (5.21)

Here 265◦K is regarded as the ice formation temperature, and tanh is the hyperbolic tan-
gent function, a smooth step function which 1.0 at infinity and -1.0 at negative infinity.
Solving this highly nonlinear equation for T by hand is impossible. Computer can solve it
or one can solve it graphically as shown in Figure 5.3.
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Figure 5.3 Reflectivity α as a nonlinear smooth step function of temperature T , and the graphic
solution of an albedo-feedback EBM.

Figure 5.3 can be produced using the following parameter values and R commands.

S<-1365
ep<-0.6
sg<-5.670373*10ˆ(-8)
T<-seq(200,350, by=0.1)
y1<-(1-(0.5 - 0.2 * tanh ((T-265)/10)))*(S/4)
y2<- ep*sg*Tˆ4
plot(T, y1, xlim=c(200, 350), ylim=c(0,300),
xaxp=c(200, 350, 15), yaxp=c(0, 300, 10),
panel.first = grid(30, lty = "dotted", lwd = 1),
main="Simple Nonlinear EBM with Albedo Feedback",
ylab="Income Energy (thick) = Outgoing Energy (thin)",
xlab="Temperature T")
lines(T, y1,col="red")
lines(T, y2,col="blue")
lines(T, y2-y1,col="green")
y3<-0.0*T
lines(T, y3,col="purple")
# The 3 intersections of the green and purple lines
# are three solutions.

The three solutions of the albedo feedback nonlinear EBM’s solution are 234, 264, 289◦K.
The third solution is 16◦C, close the current Earth. The first solution is −39◦C and is a
deeply frozen all ice Earth, corresponding to a global scale ice age. The middle solution
will be proved to be unstable in the next section.

These three numerical solutions were found by the following R commands.
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S<-1365
ep<-0.6
sg<-5.670373*10ˆ(-8)
f <- function(T){return(ep*sg*Tˆ4 -
(1-(0.5 - 0.2 * tanh ((T-265)/10)))*(S/4))}
uniroot(f,c(220,240))
uniroot(f,c(260,275))
uniroot(f,c(275,295))

5.2 Zero-dimensional EBMfor Earth’s Time Varying Temperature

The Earth’s temperature varies with respect to time. The temperature change times the heat
capacity is the power needed to drive the change. This relation yields the time dependent
EBM

C
dT

dt
= (1− (0.5− 0.2× tanh((T − 265)/10))(S/4)− εσT 4, (5.22)

where C is the heat capacity of the Earth surface, including all air, ice, soil and water,
particularly the ocean water. An estimated value of C for the current Earth is C = 2.08×
108[JK−1m−2].

This EBM allows temperature T to change with respect to time and involves a deriva-
tive. Any equation involves derivatives is called a differential equation. Thus, this EBM is
a differential equation model. The derivative dT

dt is slope, which can also be interpreted as
the rate of temperature change. The rate of change is proportional to the driving power, the
incoming short wave solar power minus the outgoing long wave power through blackbody
radiation. The rate is inversely proportional to the heat capacity, since it is easier to heat
air than water because water has much larger heat capacity than air.

The solution of a differential equation is a function. For example, the solution of dydt =
t−1 is y = t2/2−t+D whereD is an arbitrary constant. An initial condition t = 0, y = 3
can determine the constant D which is 3. Thus, the initial value problem of the differential
equation is y = t2/2− t+ 3.

Solving a differential equation by hand can be very difficult. Solving the above EBM
by hand is impossible. Many computer program packages, such as R’s deSolve package,
can solve DEs for us. We will discuss the DE solutions later in this book. The remaining of
this sub-section discusses the stability of the three solution found the previous sub-section.

When the right hand side of the above EBM is equal to zero, the derivative dT
dt is zero.

The model is at an equilibrium state, the incoming power equal to the outgoing power. If
an equilibrium state can remain at this state or its vicinity after a small power unbalance,
called small perturbation in mathematical terminology, then the equilibrium is stable. The
climate can stay at this equilibrium state and its vicinity for a period of time. Otherwise,
the equilibrium is unstable and the equilibrium is only a mathematical solution, and can
only be a transient state of climate. The climate can never stay at an unstable equilibrium,
which is thus not observable.

We can argue that the largest solution 289◦K among the three in the previous sub-
section is stable. For a small positive perturbation, T > 289, C dT

dt < 0 since the red line
(incoming power) is below the blue (outgoing power). The negative derivative means T
goes down, so goes back to 289. For a small negative perturbation, T < 289, C dT

dt > 0
means T goes up, so also goes back to 289. Therefore, a small perturbation around 289
makes the climate system go back to 289, hence the system is stable.
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One can use the similar method to argue that the smallest solution 234◦K is also stable,
but the middle solution 264◦K is unstable.

5.3 Raise the complexity of climate models

The EBMs we have discussed are very simple, but the time-varying albedo feedback EBM
is already complex enough to prevent a hand calculation. Most climate models today are
very complex and take into account of various kinds of factors and parameters, such as
Earth tilt effect, polar ice cap, ocean-land differences, land use land cover, and clouds.
The inclusion of these factors often requires high spatiotemporal resolution, which can
currently reach 1 km space resolution and 1 sec of time resolution for global models and
reach 100 m resolution by regional models.

Despite the popular use of complex GCMs of high resolution, the EBM of moderate
complexity can provide some useful and back-in-envelope estimate that can guide scientists
to look into the main issues and practitioners for some strategic decisions. In addition to
the few EBMs discussed earlier, the next level of complexity is to have a latitude-band
dependence of the temperature, higher temperature at equator and lower at poles. This
introduces the latitude dependence of the temperature, which is now a function of both time
and latitude T (t, φ) where φ is latitude. The EBM for this T (t, φ) will involve derivatives
with respect to both t and φ, which are partial derivatives. The resulted EBM will be partial
differential equation (PDE). In contrast, when a DE involves derivative with respect to only
one variable, say t, the derivative is called ordinary derivative and the equation is called the
ordinary differential equation (ODE), sometimes simply written as DE.

A further complexity is the inclusion of the Earth’s tilt, which produces seasonality.
Still further complexity is the consideration of land and ocean differences, where lon-

gitude must be considered. The temperature now depends on three variable: time, latitude
and longitude T (t, φ, θ) where θ denotes longitude.

5.4 ODE basics

ODE examples by R.
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EXERCISES

5.1 Tune the snowball uniform Earth EBM parameters to find three types of Earth cli-
mate conditions. Discuss the numerical results generated by R.

5.2 Repeat the above problem for the albedo-feedback nonlinear EBM.

5.3 A simplified albedo-feedback nonlinear EBM can be solved by hand. This model
assumes the following:

(a) α = 0.7 when T < −8◦C, and α = 0.3 when T > −8◦C. Regard −273.15◦C as the
absolute zero temperature. Thus T[◦K]=273.15+ T[◦C]. The incoming solar radiation
power is

Ein = (1− α)
S

4
. (5.23)

(b) The outgoing Earth radiation is approximated by a Budyko formua:

Eout = 189.4 + 2.77T [Wm−2] (5.24)

where T’s units is [◦C].

Find three equilibrium solutions for T of the EBMEout = Ein based on these two assump-
tions. Plot relevant figures about this EBM. Find your solutions by hand and calculators
only. No R please.

5.4 Use R to develop a table to document the relative differences between the Earth ra-
diation computed by the Stefan-Boltzmann law and that by Budyko’s linear approximation
formula, when T is in (-60,60)◦C. Use the following parameters: ε = 0.6, S = 1, 365.
Discuss and comment on your numerical results. Think about the real Earth whose radia-
tion is large over the equator area and small over the polar regions. What is the meaning
of our assumption of T being in (-60,60)◦C? Plot some figures to help you describe your
numerical results and your ideas.



CHAPTER 6

CLIMATE SCIENCE TOPICS OF
CALCULUS I: DERIVATIVES

Calculus method of cut and add is used every modeling of science and engineering. Cli-
mate science is not an exception. This chapter some commonly used calculus methods
in climate science, such as linear approximation, Newton’s method, linearization of the
Stefan-Boltzmann blackbody radiation law, Taylor expansion, partial derivatives, multi-
ple integrals, and line integrals. Each calculus method is introduced by a climate science
example.

6.1 Stefan-Boltzmann law and Budyko’s approximation

For a perfect blackbody, the Stefan-Boltzmann law of radiation is

Epbb = σT 4 (6.1)

where temperature T is in degree Kelvin.
Earth is not a perfect blackbody. Its radiation to the outer space is reduced by a factor,

called emissivity ε. Thus, the Earth’s long wave radiation is

Ebb = εσT 4. (6.2)

In the previous discussion on EBM, two values of emissivity ε were used: ε = 1.0 and
ε = 0.6. Our simple EBM, often called toy model in the climate research community
due its extreme simplicity, yields a reasonable surface temperature 14 ◦C for ε = 0.6, and
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snowball or ice ball Earth for ε = 1.0. Perhaps Earth has experienced both cases: ε = 0.6
and 1.0 (or close to 1.0). So what is the right value for ε? Can we use observed data to find
out the ε value for the current Earth?

Mikhail I. Budyko (1961) used a linear regression to model the Earth’s outgoing radi-
ation. From the statistics point of view, he detoured from the Stefan-Boltzmann law and
directly relied on linear regression

EBud = A+BT (6.3)

where temperature T ’s units is ◦C, not ◦K as in the Stafan-Boltzmann law, and the units
for the regression coefficients are A[Wm−2] and A[Wm−2(◦C)−1].

According to North and Coakley (1979), the best fit based on the northern hemisphere
yields

A = 315.6[Wm−2], B = 4.62[Wm−2(◦C)−1]. (6.4)

Figure 6.1 show the curves of outgoing long wave radiation energy when using ε =
0.6 for the Stefan-Boltzmann’s radiation formula and using A = 315.6[Wm−2], B =
4.62[Wm−2(◦C)−1] for Budyko’s radiation formula, both in the units of [◦ C]. The two
radiation formulas are below

ESB = 0.6× (5.670373 ∗ 10−8)× (273.15 + T )4, (6.5)
EBud = 315.6 + 4.62T (6.6)

in the nearly possible Earth’s surface temperature range [−50, 50]◦C. Here 273.15 comes
from the conversion of the units from [◦ K] to [◦ C], and -273.15[◦ C] is the absolute zero
of [◦ K].
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Figure 6.1 Comparison of theEarth’s outgoing radiation according to Stefan-Boltzmann law and
that according to Budyko’s formula.

Figure 6.1 is produced by the following R program
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A<-315.6
B<-4.62
ep<-0.6
sg<-5.670373*10ˆ(-8)
T<-seq(-50,50, by=0.1)
plot(T,A+B*T, xlim=c(-50,50), ylim=c(0,500),
main="Stefan-Boltzman (thin line) and Budyko (thick line)",
xlab="Temperature T", ylab="Outgoing Radiation [W/sq. m]")
lines(T, ep*sg*(273.15+T)ˆ4)

The figure indicates near-straight line approximation for Stefan-Boltzman law, although
the figure shows that there is a difference between Budyko and Stefan-Boltzmann for-
mulas. The near-straight line property of the Stefan-Boltzmann law in this temperature
range [−50, 50]◦C allows to fit the regression better using improved data. For exam-
ple, A = 189.4[Wm−2], B = 2.77[Wm−2(◦C)−1] yields a very agreement between
Budyko’s radiation and the Stefan-Boltzmann radiation (see Figure 6.2).

This figure is produced by R

A<-189.4
B<-2.77
ep<-0.6
sg<-5.670373*10ˆ(-8)
T<-seq(-50,50, by=0.1)
plot(T, 189.4 + 2.77*T, xlim=c(-50,50), ylim=c(0,500),
type="o",col="blue",
main="Stefan-Boltzman (thin line) and Budyko (thick line)",
xlab="Temperature T", ylab="Outgoing Radiation [W/sq. m]")
lines(T, ep*sg*(273.15+T)ˆ4)

With this R program, one can tune the two ”knobs”: A and B. We can find that A =
189.4[Wm−2], B = 2.77[Wm−2(◦C)−1] looks like the best fit. Why? It is the best
linear approximation, or just linear approximation. In general, to approximate a curve by
a tangent straight line is called linear approximation.



58 CLIMATE SCIENCE TOPICS OF CALCULUS I: DERIVATIVES

-40 -20 0 20 40

0
10
0

20
0

30
0

40
0

50
0

Stefan-Boltzman (thick line)  and Budyko (thin line)

Temperature T

O
ut

go
in

g 
R

ad
ia

tio
n 

[W
/s

q.
 m

]

Figure 6.2 The best agreement between Stefan-Boltzmann law and Budyko’s formula.

6.2 Linear approximation

It is clear that the best linear approximation of the curve y = f(x) at a point x = a is the
tangent line at (a, f(a)). The point-slope equation of the tangent line is

y − f(a) = f ′(a)(x− a), (6.7)

where f ′(a) is the derivative of the function f(x) at x = a. The linear approximation is

y = L(x) = f(a) + f ′(a)(x− a) (6.8)

EXAMPLE 6.1

Find the linear approximation of

f(x) = (1 + x)4 (6.9)

near x = 0. Solution: One can use WolframAlpha to find the derivative f ′(x) =
4(1 + x)3. When x = 0, f ′(0) = (1 + 0)3 = 1. f(0) = (1 + 0)4 = 1. Thus the linear
approximation is

y − f(0) = f ′(0)(x− 0)→ y − 1 = 4× (x− 0)→ y = 4x+ 1. (6.10)

This example can be applied to the Stefan-Boltzmann law in the following way.

ESB = 0.6× (5.670373× 10−8)× (273.15 + T )4 (6.11)

= 0.6× (5.670373× 10−8)× 273.154
(

1 +
T

273.15

)4

.
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Table 6.1 Linear approximation of f(x) = (1 + x)4 by L(x) = 1 + 4x

x f(x) L(x) Error[%]

-0.3 0.2401 -0.2 183

-0.2 0.4096 0.2 51

-0.1 0.6561 0.6 9

0.0 1.0000 1.0 0

0.1 1.4641 1.4 4

0.2 2.0736 1.8 13

0.3 2.8561 2.2 23

The example (1 + x)4 applies to this formula with x = T/273.15 which is between
−0.2 and 0.2 and can be considered small.

Table 6.1 shows that the error is relatively small, less than 25%, when x is in
[−0.15, 0.30]. When we apply this to the factor x = T/273.15, this x interval is
transferred into the T interval [−41, 82]◦ C. This range includes almost all the tem-
perature regimes over the Earth, except some parts of Antarctic. Therefore, Budyko’s
simple linear long wave radiation model is applicable to almost anyplace on Earth.
The Budyko’s radiation energy results are not sensitive to the two parameters, around
A = 189.4[Wm−2], B = 2.77[Wm−2(◦C)−1]. Hence, the model and its results are
robust.

Table 6.1 can be produced by the following R program

x <- seq(-0.3,0.3, by=0.1)
fx <- c(1:7)
lx <- c(1:7)
ex <- c(1:7)
for(i in 1:7){fx[i]=(1+x[i])ˆ4

lx[i]=1+4*x[i]
ex[i]=((1+x[i])ˆ4-(1+4*x[i]))/((1+x[i])ˆ4)*100

}

6.2.1 Bisection method for solving nonlinear equations

Some simple equations can be easily solved. For example, 2x = 1’s solution is x =
1/2, and x2 + 2x + 1 = 0 has repeated root x1 = x2 = −1 which can be found by
quadratic root formula or factorization. However, most equations in nature cannot be
solved by hand, such as the time-independent EBM in Sub-section 5.1.3.

εσT 4 = (1− (0.5− 0.2× tanh((T − 265)/10))(S/4). (6.12)

R program solved this equation and yielded three solutions: 234, 264, 289◦K. These
are numerical solutions, which were found by R in Sub-section 5.1.3 using
uniroot(f,c(220,240)) for 234. So most equations in climate science com-
puters have to be used to solve them, because either they are nonlinear, or they are too
many, or both. Global climate models need to solve equations of thousand variables,
and require numerical solutions of a large dimensional matrix equation. Most of the
numerical methods for solving a nonlinear equation is based on the linear approxima-
tion, called Newton’s method.
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Before describing Newton’s method, let us examine an a very simple method, the
method of bisection. This brutal-force method is to find a root between a negative point
and a positive point. Suppose f(x) = 0 is to equation to be solved for x. We assume
that y = f(x) is a continuous function, whose curve is continuous on xy−plan. If
x = c is a root, then f(c) = 0. A frequent case is that f(x) is negative on one side of
c and positive on the other side. That is, if f(c) < 0 and f(b)?0, then there is a root
a between x = a and x = b under an assumption that the function f(x) is continuos,
i.e., the curve y = f(x) does not have jumps, holes, and extremely fast oscillation.
The bi-section method is a procedure to search for a. The algorithm is below.

Make an initial guess that a in [a, b] and compute f(a) and f(b). If f(a) and f(b)
have different signs, then take this pair a and b, else make another initial guess. The
first successful guess is called a1 and b1. The bisection of this pair is (a1 + b1)/2.
Compute f((a1 + b1)/2). From the signs of f(a1), f(b1) and f((a1 + b1)/2), one can
determine which half of the bisected interval [a1, (a1 + b1)/2] or [(a1 + b1)/2, b1].
For the chosen half, we have the root a in [a2, b2]. Similarly, one can find [a3, b3].
Since the interval [a, b] gets bisected each time, the total length of the remaining half
is approaching zero, and the two end points {an}∞n=1 and {bn}∞n=1 approach the root
c.

This method is very simple and easy to understand, but it takes many steps to find
a solution. We say that the convergence rate is very slow.

Another drawback is that it cannot find a double root, both sides of which f(x)
have the same sign.

EXAMPLE 6.2

Find a root of f(x) = (1 + x)4 − (2 + x) = 0 between x = 0 and x = 1 using the
bisection method.

6.3 Newton’s method

Newton’s method is a much fast approach and uses the tangent line linear approxima-
tion. To find a root of f(x) = 0, we make an initial guess x0, then compute f(x0).
From the point (x0, f(x0), we draw a tangent line

y − f(x0) = f ′(x0)(x− x0) (6.13)

and compute the intersection point of this line and the x-axis, i.e., finding the root for
this linear equation, which is very easy. The solution of this linear equation as y = 0
is x1

x1 = x0 − f(x0)/f ′(x0). (6.14)

This x1 is the second, but calculated guess. From here, one can calculate the next
guess, x2, and so on. Therefore, we have a nice iteration algorithm for root-finding:

xn+1 = xn − f(xn)/f ′(xn), n = 0, 1, 2, 3, · · · (6.15)

An R- program for Newton’s method is below

newton <- function(f, tol=1E-12,x0=1,N=20) {
h <- 0.001
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i <- 1; x1 <- x0
p <- numeric(N)
while (i<=N) {

df.dx <- (f(x0+h)-f(x0))/h
x1 <- (x0 - (f(x0)/df.dx))
p[i] <- x1
i <- i + 1
if (abs(x1-x0) < tol) break
x0 <- x1

}
return(p[1:(i-1)])

}

To use this function, called newton, we need to specify the function, the error toler-
ance, the initial guess, and the maximum number of steps allowed. For example, to
find the roots for x3 + 4x2 − 10 = 0 near 1.0, we can write the following code

f <- function(x) { xˆ3 + 4*xˆ2 -10 }
root <- newton(f, tol=1E-12, x0=1, N=10)
root
[1] 1.454256 1.368917 1.365238 1.365230 1.365230 1.365230 1.365230

One can easily verify this solution:f(1.365230, which is−2.215123e−07, very
close to zero. Only 7 iterations are used. See the figure below for the above method.
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Figure 6.3 Illustration of Newton’s method for finding a root from the initial guess x0 = 1.0.

This figure can be produced by the following R commands when in the same R
session as above Newton’s procedure.
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plot(x,f(x), type=’l’, lwd=1.5,
main= expression(xˆ3 + 4*xˆ2 -10),
xlim=c(0,2),ylim=c(-10,15))
lines(x,-5+11*(x-1),type="l", lty=2, col="red")
lines(x,0*x)

One can now try to use the Newton’s method to find a root of f(x) = (1+x)4−(2+
x) = 0 between x = 0 and x = 1 by starting at x0 = 1. The result is x = 0.2207441.

function(x) { (x+1)ˆ4 -(2+x) }
root <- newton(f, tol=1E-12, x0=1, N=10)
root
[1] 0.5809697 0.3335992 0.2359959 0.2210877 0.2207447
0.2207441 0.2207441 0.2207441
[9] 0.2207441

We can use Newton’s method to find equilibria of the albedo-feedback EBM solu-
tions for temperature T .

S<-1365
ep<-0.6
sg<-5.670373*10ˆ(-8)
f <- function(T){return(ep*sg*Tˆ4 -
(1-(0.5 - 0.2 * tanh ((T-265)/10)))*(S/4))}
newton <- function(f, tol=1E-12,x0=1,N=20) {

h <- 0.001
i <- 1; x1 <- x0
p <- numeric(N)
while (i<=N) {

df.dx <- (f(x0+h)-f(x0))/h
x1 <- (x0 - (f(x0)/df.dx))
p[i] <- x1
i <- i + 1
if (abs(x1-x0) < tol) break
x0 <- x1

}
return(p[1:(i-1)])

}

To find the three equilibria solutions, we place different initial guesses, each of
which will converge to a solution. Our numerical experiments are below:

root1 <- newton(f, tol=1E-12, x0=220,N=20)
root1
# [1] 235.6965 234.3860 234.3817 234.3817 234.3817
root2 <- newton(f, tol=1E-12, x0=270,N=20)
root2
[1] 262.0567 264.5071 264.3378 264.3377 264.3377 264.3377
root3 <- newton(f, tol=1E-12, x0=300,N=20)
root3
[1] 289.9086 289.1469 289.1401 289.1401 289.1401 289.1401
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The three equilibria solutions are: 234, 264, and 289 ◦K. The solutions converge
quickly, only in 5 or 6 steps with a high procession of 1 × 10−12. The first solution
is the same as the uniroot(f,c(220,240)) solution in sub-section 5.1.3. In
fact, the R routine uniroot also uses Newton’s method. Our R code here explicitly
defines the algorithm for the Newton’s method.

Newton’s method is very efficient when one knows the reasonable range of possible
solutions in advance from physical reasonings. For EBM, we certainly should limit our
first guess between (200,340) since the Earth’s surface air temperature is most likely
in the range of (-70,70)◦C. If our initial guess is far away from this range, Newton’s
method may still yield a solution, which, however, may not be what one expected. For
example, when we make an initial guess T0 = 100,

root5 <- newton(f, tol=1E-12, x0=100,N=20)
root5
# [1] 827.2544 623.5417 474.8968 372.5619 313.3648
# 292.0552 289.2231 289.1402
# [9] 289.1401 289.1401 289.1401

Newton’s method still gives a solution, but takes more steps. Instead of yielding the
smallest solution 234 ◦K, it results in the largest solution 289 ◦K.

6.4 Higher order derivatives

Slope, i.e., derivative, is an indicator of a mountain path’s changing rate of height with
respect to horizontal distance. The slope can vary and has its derivative, the second
derivative, that indicates how curved the path is. The parabola path’s second derivative
is a constant.

Speed is the rate of change of the position with respect to time. When one accel-
erates his car from a stop sign with speed equal to zero to the full cruise speed of 65
miles per hour, the speed changes and the car experiences an acceleration period to
reach a constant cruise speed. The acceleration measures the changing rate of speed,
and is a derivative of a derivative, i.e., the second derivative.

For example, h = −9.8t2/2 + 20t + 1[m] is the height of a ball being tossed up
at the initial height 1[m] and initial speed 20[m/s] (A baseball pitcher can make this
speed!). The speed is s = dh/dt = −9.8t + 20[m/s]. The acceleration is a =
ds/dt = −9.8[m/s2], which is the gravitational constant, or called the gravitational
acceleration of Earth. Due to the negative acceleration because the gravity pulls down
the ball to slow down the ball which has an initial speed of 20[m/s]. When the ball
reaches the highest point, where the ball’s speed becomes zero: −9.8t + 20 = 0
yields t = 20/9.8, approximately 2 seconds. The highest point is approximately as
H = −9.8 × 22/2 + 20 × 2 + 1 = 21[m], about 5 stories high. After the ball
reaches the highest point, it starts to drop, i.e., into the stage of negative speed. So
the Earth’s gravity puts on a force on the ball and causes the negative acceleration,
according to the Newton’s second law F = ma, to the up-tossed ball whose initial
positive speed changes to zero and then negative. Here, the air resistance and other
forces are neglected.

The units of force is [newton] or [N ], which is the force needed to make 1[kg]
ball have 1 [m/s2] acceleration. The gravitational force acted on a 0.1[kg] ball is thus
0.1[kg]× 9.8[m/s2] = 0.98[kg.m/s2] or 0.98[N ].
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Mathematically, one can extend the second derivative, or called second order deriva-
tive, to the third derivative, fourth derivative, and so on. The notations are below.

(i) The first derivative, or simply derivative: f ′(x), f ′, D[f, x], D[f ], df/dx, dfdx , y
′,

ẏ, dydx

(ii) The second derivative, or second order derivative: f ′′(x), f ′′, D2[f, x], D2[f ],

d2f/dx2, d
2f
dx2 , y

′′, ÿ, d
2y
dx2

(iii) The third derivative, or third order derivative: f ′′′(x), f ′′′, D3[f, x], D3[f ],

d3f/dx3, d
3f
dx3 , y

′′′, d
3y
dx3

(iv) The fourth derivative, or fourth order derivative: f (4)(x), f (4), D4[f, x], D4[f ],

d4f/dx4, d
4f
dx4 , y

(4), d
4y
dx4

(v) The fifth derivative, or fifth order derivative: f (5)(x), f (5), D5[f, x], D5[f ],

d5f/dx5, d
5f
dx5 , y

(5), d
5y
dx5

(v) The nth derivative, or nth order derivative: f (n)(x), f (n), Dn[f, x], Dn[f ],

dnf/dxn, d
nf
dxn , y

(n), d
ny
dxn

R program can find the derivatives for us. For example, to find D[x2], the R com-
mand is

D(expression(xˆ2),"x")
# 2 * x

More examples are below

D(expression(exp(-xˆ2)),"x")
# -(exp(-xˆ2) * (2 * x))
D(expression(sin(-3*t)-2*cos(4*t-0.3*pi)),"t")
# -(cos(-3 * t) * 3 - 2 * (sin(4 * t - 0.3 * pi) * 4))

To find the nth order derivatives, just apply the D command n times. For example,
the following R commands can find the second order derivative for the ball-tossing
problem:

D(expression(-g*tˆ2/2 + v0*t + h0),"t")
# v0 - g * (2 * t)/2
# Find derivative of this result function
# in order to find the second derivative
D(expression(v0 - g * (2 * t)/2),"t")
# -(g * 2/2)

Or one can write a small loop in R to define the nth order derivative.
R derivative function notations are more rigid than WolframAlpha, which has an

artificial intelligence to detect what one intends to compute.



PARTIAL DERIVATIVES 65

6.5 Partial derivatives

The above derivative is for a curve in a 2D space, or on the xy − plane. We live in
a 3D space or 4D space if we count time as another dimension. When walking on a
mountain, we face the choice of different paths, one is a shortcut but steep (i.e., large
slope or large derivative), others are longer roads but not as steep (i.e., smaller slopes
or derivatives). Thus, the slope or derivative on a surface depends on direction, called
directional derivative. Look at Figure 6.4, which is the northern hemisphere.
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Figure 6.4 Northern hemisphere.

x <- seq(-6400, 6400, length= 60)
y <- x
f <- function(x, y) { sqrt(6400ˆ2-(xˆ2+yˆ2)) }z <- outer(x, y, f)
z[is.na(z)] <- 1
op <- par(bg = "white")
persp(x, y, z, theta = 30, phi = 30, expand = 0.5, col = "lightblue")
persp(x, y, z, theta = 30, phi = 30, expand = 0.5, col = "lightblue",
ltheta = 120, shade = 0.75, ticktype = "detailed", main="Hemisphere",
xlab = "x", ylab = "y", zlab = "sqrt( 6400ˆ2-(xˆ2+yˆ2) )"
) -> res
round(res, 3)

The derivative along the x-axis direction is denoted by

∂u

∂x
(6.16)
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for the function u(x, y). Similarly,

∂u

∂y
(6.17)

denotes the derivative of the function u(x, y) along the y-axis.

x <- seq(-6400, 6400, length= 120)
y <- x
f <- function(x, y) { r <- sqrt(xˆ2+yˆ2); sqrt(6400ˆ2-rˆ2) }
z <- outer(x, y, f)
z[is.na(z)] <- 1
op <- par(bg = "white")
persp(x, y, z, theta = 30, phi = 30, expand = 0.5, col = "lightblue")
persp(x, y, z, theta = 30, phi = 30, expand = 0.5, col = "lightblue",
ltheta = 120, shade = 0.75, ticktype = "detailed", main="Hemisphere",
xlab = "x", ylab = "y", zlab = "sqrt( 6400ˆ2-(xˆ2+yˆ2) )"
) -> res
round(res, 3)

In general, the derivative along the direction, ~n of θ angle counterclockwise from
the x-axis, the directional derivative is

∂u

∂~n
=
∂u

∂x
cos θ +

∂u

∂y
sin θ. (6.18)

When θ = 0, this reduces to ∂u
∂x , and when θ = π/2, this reduces to ∂u

∂y .
One can use the same R derivative command to find partial derivatives. For exam-

ple,

D(expression(sqrt(6400ˆ2- (xˆ2+yˆ2))),"x")
# -(0.5 * (2 * x * (6400ˆ2 - (xˆ2 + yˆ2))ˆ-0.5))
D(expression(sqrt(6400ˆ2- (xˆ2+yˆ2))),"y")
# -(0.5 * (2 * y * (6400ˆ2 - (xˆ2 + yˆ2))ˆ-0.5))

Let us look at a point’s directional derivative. Check a point on the Greenwich line
(i.e., meridional line) on the sphere that approximates Earth: r = 6, 400[km], lat =
45◦, lon = 0◦ (Puynormand, France). This point’s x, y coordinates are x = r cosφ cos θ =
6400 cos 45◦ cos 0◦ = 4, 525[km], y = r cosφ sin θ = 0[km], z = 6400 cos 45◦ =
4, 525[km].

The x-directional derivative is

∂u

∂x
= −(x(64002 − (x2 + y2))−0.5)) = −x

z
= −1.0. (6.19)

This is the rate of z coordinate’s change along the great circle, and is dimensionless
since it is a change of height [in the units of length] with respect to horizontal distance
[another length]. It is negative since the x-axis direction is chosen in the decreasing
direction of the great circle at Puynormand, France.

The y-directional derivative is

∂u

∂y
= −(y(64002 − (x2 + y2))−0.5)) = −y

z
= 0. (6.20)
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Since the z-coordinate does not change along a latitude band.
So, the meridional direction gives the steepest path, while the zonal direction gives

the most flat path. One may choose to travel from Puynormand to the North Pole via
a slope between these two values, i.e., a spiral way to the North Pole. Say, we choose
a path that have an angle γ = 4◦ from the zonal direction to the right, equivalent to
about 7% slope. Then, the direction of this path is given by ~n = (− sin γ, cos γ) =
(−0.069756, 0.997564). The directional derivative at Puynormand along the γ = 4◦

path is
∂u

∂~n
=
∂u

∂x
× (−0.069756) +

∂u

∂y
× 0.0 = 0.069756. (6.21)

The vector (∂u∂x ,
∂u
∂y ) is called gradient. It is denoted by

∇u = (
∂u

∂x
,
∂u

∂y
). (6.22)

This vector points to the direction at which u has the fastest change. For example, at
Puynormand, the fastest change of the z coordinate is along the meridional direction,
thus

∇z = (−1, 0). (6.23)

However, when it is off the meridional line, the gradient is not along the x-axis
direction anymore since the cross section of the sphere along the x-axis is no longer
the great circle, while the gradient as the maximum slope should be always along
the great circle. For example, at San Diego (32◦N, 118◦W), its x, y coordinates are
x = −2, 548[km], y = 4, 792[km], z = 3, 391[km]. The gradient of z is

∇z =

(
∂z

∂x
,
∂z

∂y

)
= (−x/z,−y/z)
= (0.75,−1.41). (6.24)

This vector is in the direction (0.47, 0.88), which is along San Diego’s great circle
direction.

An air mass in the atmosphere is subject to many types of forces: pressure gradi-
ent force (PGF), centrifugal force (called Coriolis force in meteorology), gravitational
force, frictional force, and more. PGF is a force that caused by the difference between
a high pressure on one side and a low pressure on the other side. The pressure differ-
ence thus results in a force toward the lower pressure side and forms wind. Let p(x, y)
be the pressure field at a give time. The PGF is

Fp = −∇P/ρ (6.25)

where ρ is the density of the air mass. This formula leads to the PGF’s units [new-
ton/kg], that is the force per unit mass.

Under the action of PGF and the Coriolis force due to Earth’s rotation, the geotropic
wind is formed. See Figs. 6.5 and 6.6 for two cases: wind directions on a globe and
wind directions over a local hurricane region.

The pressure gradient goes from higher pressure outside to the lower pressure cen-
ter, which is the hurricane center. Thus, PGF points to the center. Coriolis’ force is
in the opposite direction to PGF and is proportional to the wind speed. When PGF is



68 CLIMATE SCIENCE TOPICS OF CALCULUS I: DERIVATIVES

Figure 6.5 Wind directions of global atmospheric circulation.
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Figure 6.6 Wind directions over a local hurricane region.
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Figure 6.7 The temperature and pressure variations west to east cross-section from 0000 UTC
10 Dec 2005 across the United States. The white lines are isobars, from ground around 1000
mb to the stratosphere around 150 mb (about 14-17 km above the ground). The purple lines are
isothermal contours on which the temperature is the same. The yellow lines are sea level pressure
contours. The thick dot-dash blue line is a temperature trough which means a cold air goes from
west to the east. The background color shows warm (red and yellow) and cold (blue). The thick
dashed red line is a pressure trough that leads the temperature front to the east. This figure is from
www.vos.noaa.gov/MWL/dec 08/milibar chart.shtml

large, then wind is strong, then the Corilis force is stronger and balances the PGF to
force. These two balanced forces make the wind go along the isobars, on which the
air pressure is the same. Strong wind around a low pressure center can form a vortex,
a hurricane, when the pressure difference is sufficiently large.

6.6 Spatiotemporal variations of temperature field

The temperature of our atmosphere decreases as the height increases. The colder the
higher. When a Boeing 747 cruises at abut 10 km altitude, its outside temperature is
often −52◦C, while the ground temperature may be 20◦C. The air temperature

Figure 6.7 shows the temperature and pressure variations west to east cross-section
from 0000 UTC 10 Dec 2005 across the United States.
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Figure 6.8 Vertical profile of atmospheric temperature.

This figure clearly shows that the atmospheric temperature changes with respect to
both time and space. Space wise, the vertical change is much faster than the horizontal
change except over a temperature trough.

The atmospheric temperature T (x, y, z, t) is a function in a 4D space: three in
space and one in time. The horizontal change of T (x, y, z, t) is small, often with zero
slope, while the vertical change is large, namely, |∂T∂x | << |

∂T
∂z | in most cases, except

the temperature troughs.
The vertical temperature change may be illustrated by Fig. 6.8.
This figure shows that the temperature is a function of height, but put function

value on the horizontal axis and the independent variable height on the vertical axis.
The derivative ∂T/∂z < 0 below tropopause, about 11-12 km heigh, the temperature
getting lower when height increasing, as we experience during our airplane taking off
period. However, in the stratosphere, where air is very sparse and the atmospheric
pressure drops below 100 mb, the temperature increases with height, i.e., ∂T/∂z > 0.
Climate scientists often care about only the atmosphere below stratopause where the
atmospheric pressure drops to 1 mb.

The atmosphere temperature change rate with respect to height is called lapse rate:

Γ = −∂T
∂z

. (6.26)

If Γ < 0 in an atmosphere layer, then this layer is said to have a temperature inversion.
The temperature inversion in troposphere may happen in a polar winter, where the
surface temperature is very cold, while the air temperature is slightly warmer.

Temperature inversion can also happen in a very small region inside a convective
storm where the atmosphere becomes very unstable and cold and hot air masses mix
violently.

The ocean water temperature also varies with depth. Usually the top layer of water
has little change with depth. This is called the isothermal layer and its depth varies
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Figure 6.9 Vertical profile of ocean water temperature, salinity, and density.

from 200-300 meters in mid-latitude, to less than 100 meters in low-latitude, and to
only 20-40 meters in polar areas. The depth of the isothermal layer has seasonal cycles.
See Figure 8.9 for a typical profile of the ocean temperature change with depth.

Water has its highest density when at 4◦C. The bottom of ocean has no access of
sunlight and the ocean bottom flow is relatively smooth, and has has little temperature
change. Thus, the ocean water temperature below 2,000 meters are all around 4◦C and
varies little. Because of this, the global buoy observations for the ocean temperature
is mainly focusing on the top 2,000 meters.

The fast transition zone from the top isothermal layer to the deep and almost
isothermal layer is called thermocline. The thermocline layer may have a depth of
200-1,000 meters.

If we use z-axis pointing up to measure the depth from the sea level, then ∂T/∂z ≈
0 in the top isothermal layer, a large positive value in the thermocline, and still positive
but with a very small value in the deep ocean.

The ocean water salinity and density also vary with depth shown in Fig. 6.9.
The temperature gradient (∇T )(t) for a given time is along the fastest increase

direction of the temperature. For a nice weather, this gradient is pointing down to
Earth in the troposphere. However, it can point up or another direction in a convective
storm zone where cold and hot air are mixed.
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6.7 Taylor series as a high order approximation

6.7.1 Taylor theorem

The complexity of functions may listed in the following increasing order

1. Constant function: y = c whose derivative is zero and antiderivative is cx+ C;

2. Linear function: y = a + bx whose derivative is y = b and antiderivative is ax +
bx2/2 + C;

3. Quadratic function: y = a+ bx+ cx2 whose derivative is b+ 2cx and antiderivative
is ax+ bx2/2 + cx3/3 + C;

4. The general polynomial functions of order n;

5. Exponential function y = ex;

6. Logrithmic functions: y = ln(x);

7. Trigonometric functions: y = sin(x); and more

Because of simplicity of the linear function, i.e., a straight line, we have explored
linear approximation in the last two sections. Here we extend the same idea to the
general polynomial functions of order n

g(x) = a0 + a1x+ a2x
2 + · · ·+ anx

n. (6.27)

This is an nth-order polynomial with coefficients ai(i = 0, 1, 2, · · · , n). We have
already demonstrated good approximation by straight lines. It is expected that a
quadratic approximation is even better. For most applications, one does not need to go
beyond n = 2.

Taylor theorem states that

f(x) = f(0) + f ′(0)x+
f ′′(0)

2!
x2 +

f ′′′(0)

3!
x3 + · · ·+ f (n)(0)

n!
xn +O(xn+1) (6.28)

where x is nearby zero and O(xn+1) stands for the error term which is small since x
is nearby zero, hence |x| < 1.

This theorem can be proved in the following direct-integration approach:

f(x) = f(0) + I[f ′(t1), 0, x]

= f(0) + I[f ′(0) + I[f ′′(t2), 0, t1], 0, x]

= f(0) + {I[f ′(0), 0, x] + I[I[f ′′(t2), 0, t1], 0, x]}
= f(0) + I[f ′(0), 0, x] + {I[I[f ′′(t2), 0, t1], 0, x]}
= f(0) + f ′(0)x+ {I[I[f ′′(t2), 0, t1], 0, x]} (6.29)

(6.30)

The first two terms are the linear approximation of f(x) at x = 0. One can continue
the integral to formula the second or higher orders of approximation. The formula is
below

ak =
f (k)(0)

k!
, k = 1, 2, · · · , n. (6.31)
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Figure 6.10 Taylor series approximation to a function around x = 0: the 1st oder (blue), 2nd order
(red), and 3rd order (green).

6.7.2 Taylor expansion for exponential functions

All the derivatives of ex are ex which is equal to 1.0 at x = 0. Namely, D[ex] = ex,
D(n)[ex] = ex and e0 = 1 at x = 0. Taylor theorem implies that

Pn(x) = 1 + x+
x2

2!
+
x3

3!
+ · · ·+ xn

n!
(6.32)

is the nth order polynomial approximation to the exponential function ex around x =
0. The above is true because all the derivatives of ex is ex which is equal to 1.0 at
x = 0.

Figure 6.10 shows the Taylor series approximation to ex around x = 0 in an interval
[−1, 1]. When n = 1, it is a linear approximation. When n = 2, it is a quadratic
approximation, more accurate than the linear approximation. When n = 3, it is the
cubic approximation (the green line in the figure), which has almost no distinction
from the regional function ex when x ∈ (−0.5, 0.5). The approximation is extremely
good. This example clearly shows the efficiency of Taylor polynomial approximation.

6.7.3 An example of the second order approximation

Simpson’s rule of integration. To be written in the future.

EXAMPLE 6.3
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Using a 5th order Taylor series, develop a mathematical model for the temperature
profile in ocean water with depth.
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EXERCISES

6.1 Practice Midterm #1, 20points: Use integral to describe rainfall history of San
Diego, or another location you are familiar with. You may use integral to describe pre-
cipitation surplus or deficit. Hint: You can use at least one figure. The English text must
be longer than 100 words.

6.2 Practice Midterm #2, 20points: Average US residents’ bank balance is $5, 000.
The bank balance is normally distributed. A group of 25 samples was taken. The sample
data have a mean equal to $5, 000 and standard deviation of 1, 000. Find the confidence
interval of this group of samples at 95% confidence level.

6.3 Practice Midterm #3, 20points: A ball is been shot up straight at 10 [m/s] at an
initial height 2[m]. How long it will take the ball to reach the maximum point? Hint:
Choose the gravitational acceleration to be 9.8[m/s2], and find an approximate answer.
The general formula is h = −gt2/2 + v0t+ h0.

6.4 Practice Midterm #4, 20points:Find the linear approximation of f(x) = x2 − 1 at
x = 1.5. If this 1.5 is used as the first guess, find the next approximate root of f(x) = 0
by Newton’s method.

6.5 Practice Midterm #5, 20points: The following is the SVD results

mat
[,1] [,2]

[1,] 1 1
[2,] 1 -1

svd(mat)
$d
[1] 1.414214 1.414214

$u
[,1] [,2]

[1,] -0.7071068 -0.7071068
[2,] -0.7071068 0.7071068

$v
[,1] [,2]

[1,] -1 0
[2,] 0 -1

Use A=UDV’ to recover the first column of

mat
[,1] [,2]

[1,] 1 1
[2,] 1 -1

Show detailed calculations of all the relevant matrices and vectors. Use space-time decom-
position to describe your results. Extra 5 bonus points: Describe the space and temporal
modes, and their corresponding variances or energies.



CHAPTER 7

CLIMATE SCIENCE TOPICS OF
CALCULUS II: INTEGRALS

This chapter includes some integrals commonly used in climate sciences, such as
geopotential, work done by pressure, heat capacity, the first and second laws of ther-
modynamics, convergence and divergence, and conversation of mass, momentum, and
energy.

7.1 Geopotential

The geopotential Φ is the potential energy of unit mass at a certain altitude z with
respect to the sea level. The mathematics expression is an integral

Φ = I[g, 0, z], (7.1)

where g is the gravitational acceleration which is a function of latitude and geometric
elevation from sea level. The geopotential Φ’s units is [m2s−2] in SI system, which is
the work done to raise 1 [Kg] mass from sea level to z level.

The geopotential height is

Z =
1

g0
I[g, 0, z], (7.2)

where g0 is the standard gravity at the mean sea level, and is 9.80665 [m/s2], or
32.174 ft/s2. Z’s units is [m] or [ft]. Thus, Z = f(φ, θ, t) is a function of lat, lon,
and time.

Climate Mathematics,
First Edition.
By Samuel Shen Copyright c© 2015 John Wiley & Sons, Inc.
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Figure 7.1 Geopotential height of 500 mb for the US and the adjacent Atlantic ocean during the
2013 hurricane season. Hurricane Ingrid: September 12-17, 2013, peak wind 85 mph, minimum
surface pressure 983. Tropical Storm Fernand: August 25-26, 2013, peak wind 60 mph, minimum
surface pressure 1001. This image is from the US National Weather Service Southern Region
Headquarters.

The meteorological use of geopotential height is often the Z value reaching a cer-
tain atmospheric pressure, and it used to describe the surface of a given pressure, say,
500 mb. See Fig. 7.1 for a general steering pattern of moisture from Gulf of Mexico
to the southern US in the 2013 peak hurricane season August-October.

The 500 mb pressure surface is 588 meters high over the Gulf of Mexico, but it
is only 572 meters over New England. The higher the 500 mb surface, the higher
the land or ocean surface pressure. Thus, geopotential height is an intuitive way to
indicate the atmospheric pressure field.

The geopotential height and pressure are related. In the case of geostrophic flow of
no air acceleration, small vertical velocity, and no friction, the pressure difference be-
tween the point in atmosphere (x, y, z) and the corresponding sea level point (x, y, 0)
is the integration of the total amount of the gravitational force in [0, Z]:

p0(x, y)− p(x, y, Z, t) = I[ρg, 0, Z] (7.3)

where ρ is the air density, and 0 in the integral means sea level.
For a given pressure, say p(x, y, z, t) = 500 mb, Z must vary with respect to

location and time (x, y, t), which forms the geopential height surface z = Z(x, y, t)
evolving with time. An average height in a period of time is shown in Fig. 7.1.

The gradient of geopotential height∇Z and that of atmospheric pressure∇p(x, y, Z)
are in the same direction, along the opposite side of the PGF. Due to Coriolis force, the
wind goes counter clockwise around the lower pressure center and clockwise around
the high pressure center over northern hemisphere. Thus, Figure 7.1’s wind from
ocean to land is in the direction shown by the green arrow, along which the ocean
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Figure 7.2 A small pressure decrease due to a small altitude increment.

moisture is transported to the land and provides the water source of storms over the
land in the southern US.

From the wind and moisture transport shown in Fig. 7.1, we can conclude that
the geopotential, geopotential height, and atmospheric pressure are critical functions
a weather forecaster should know. Indeed, various kinds of maps of geopotential,
geopotential height, and atmospheric pressure are plotted in weather forecaster cen-
ters.

7.2 Exponential decrease of pressure in an isothermal layer of atmo-
sphere

If in a layer of atmosphere temperature changes with altitude is negligible, we treat
this layer of atmosphere as an isothermal atmosphere. Under the condition of ideal gas
assumption for the air in this layer, the pressure can be proven to decay exponentially
with altitude.

A small increase of altitude is denoted by dz, which results in a small pressure
change, denoted by dp. The change is caused by the gravitational force on the air
mass in this altitude increment dz. Figure 7.2 illustrates this relation: the vertical
pressure gradient force balanced by the weight (i.e., the gravitational force). Thus,

dp = p(z + dz)− p(z) = −ρgdz. (7.4)

The ideal gas law pV = nRdT can be written as p/T = (n/V )Rd which becomes

ρRd =
p

T
, (7.5)

where T is the isothermal temperature of this layer, n is the amount of substance of
gas in the volume V , and Rd is the ideal gas constant for dry air, also called univer-
sal gas constant, which is 8.314462[J(mol)−1K−1)]. This number is the product of
Botlzmann constant 1.380649 × 10−23[JK−1] and Avogadro constant 6.022141 ×
1023[(mol)−1].

Substituting this relation into equation (7.4) yields

dp = − p

TRd
gdz, (7.6)
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dp

p
= − gdz

TRd
. (7.7)

Integrate both sides of the equation (7.7) assuming that g, T and Rd are constant in
this isothermal layer of atmosphere from its bottom z1, corresponding to p1, to its top
z2, corresponding to p2. We have the following

I[
dp

p
, p1, p2] = I[− gdz

TRd
, z1, z2]. (7.8)

The anti-derivative of 1/p is ln p. Thus,

ln p2 − ln p1 = − g

TRd
(z2 − z1), (7.9)

or
ln(p2/p1) = − g

TRd
(z2 − z1), (7.10)

or

p2 = p1 exp

(
− g

TRd
(z2 − z1)

)
. (7.11)

This shows the exponential decay of pressure with respect to altitude.

7.3 Work done to an air mass in expansion

Suppose an air mass with volume V1 is shrinker V2. How to express the work done to
the air mass system.

Suppose that the air mass is in a cylindrical shape with a cross section area A
and the expansion is through the extension of cylinder’s length. When the cylinder is
expanded by a small increment dx in height, the force is pA and the distance of the
force is dx. Thus, the small amount of work done by the air system is

dW = pAdx. (7.12)

Here Adx can be regarded as a small volume increment dV . Thus, the work is

dW = p(V )dV, (7.13)

where pressure is a function of volume. The total amount of work done by the air
system to its environment when the volume is increased from V1 to V2 is

W = I[p, V1, V2] (7.14)

If it is compression, i.e., V2 < V1, then the work is negative, meaning the environ-
ment has done the work to the system, which gains potential.

When a system goes through a cycle of expanding from V1 to V2 > V1 via a
pressure path p12(V ) and compressing from V2 to V1 via another path p21(V ), the
work done by the system is not zero when the two paths are not the same:

∆W = I[p12(V ), V1, V2]− I[p21(V ), V2, V1] =

∮
p(V )dV 6= 0. (7.15)

Here,
∮

denotes an integral along a closed path or called closed contour.
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7.4 Internal energy and enthalpy

When it is heated from temperature T1 to T2, a system of dry air gains potential. If the
system’s volume is kept the same, the gain is the system’s internal energy from u1 to
u2. The gain is an integration of specific heat capacity with respect to temperature:

u2 − u1 = I[cv(T ), T1, T2], (7.16)

where cv is the specific heat capacity of dry air at the state of constant volume, and the
internal energy’s units is [joule/unit mass].

When the system’s pressure is kept the same, the gain is enthalpy from h1 to h2,
which includes both internal energy gain and the work done to the system because the
volume expansion under a pressure means the work done to the system. The gain is
also an integration of specific heat capacity with respect to temperature:

h2 − h1 = I[cp(T ), T1, T2], (7.17)

where cp is the specific heat capacity of dry air at the state of constant pressure, and
the enthalpy’s units is also [joule/unit mass].

Intuition suggests that for the same heat, cp(T ) is more efficient to allow absorption
of more heat energy into the system due to the volume expansion, while cv(T ) is
comparably less efficient. Thus,

cp(T ) ≥ cv(T ). (7.18)

Their difference is an important property of a system, called specific gas constant,
denoted by R:

R = cp − cv. (7.19)

Surprisingly, this R does not change with temperature T , an intrinsic property of
the gas. Different gas have different R values. For example, standard air has R =
287[JK−1Kg−1], water vapor R = 462, carbon dioxide R = 189 , methane R =
310, and. hydrogen R = 4124[JK−1Kg−1].

For the ideal gas, this R is the same as the universal gas constant in the ideal gas
law

PV = nRdT (7.20)

where the universal gas constantRd = 8.3145[Jmol−1K−1], and n is the gas’ amount
with units [mol]. Since one mole of dry air’s weight is 0.02896[Kg ·mol−1], we have

8.3145[Jmol−1K−1]

0.02896[Kg ·mol−1]
= 287[JK−1Kg−1]. (7.21)

The heat capacity we commonly refer to is usually the specific heat capacity of
fixed volume. Water has much larger heat capacity than air. Per unit mass, water’s heat
capacity is 4.18[Jg−1K−1, about four times of that of dry air 1.01[Jg−1K−1. The
total amount of water on the Earth surface is about 1, 350 × 1018[kg], which is about
260 times of the Earth’s air mass, about 5.1 × 1018[kg]. Thus to heat up the Earth’s
air uniformly by 1◦C, it needs 5, 151 × 1018[J ] heat. To heat up the Earth’s surface
water by the same 1◦C, it needs about 1,000 times more heat, 103 × 5, 643× 1018[J ].
Thus, the global ocean can store a lot of heat. The global climate change, particularly
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the global warming research, should also consider the roles of ocean in addition to the
atmospheric circulations and the land observations.

Enthalpy is a very useful parameter in thermodynamics that measures both internal
energy and the work done to a system. The general definition of enthalpy is

H = U + pV, (7.22)

where U is the internal energy, p pressure, and V volume, and H has the same units
as U .

The differential of H means a small increment of H when all the relevant inde-
pendent variables are also subject to a small change. This statement is denoted by the
differential of the above equation:

dH = dU + pdV + V dp. (7.23)

Note that the differential of a product d(uv) = udv+vdu is a sum of two differentials,
increment in one parameter while another is fixed. This is called the product rule of
differentiation, or product rule of derivative.

The first two terms of the right hand side is the system’s total energy increment: the
internal energy increment dU plus the mechanical energy pdV . These energies come
from the heat (dQ put into the system. Thus,

dH = dQ+ V dp. (7.24)

A system may expand its volume from v1 to v2 in many ways. An important way
is to keep the system having the same temperature, which is called the isothermal
process. Another is to keep no work from being done to the system. See Figure 7.3 for
these two processes. Various kinds of relationships among p, v, and T can be derived
based on these processes and using integration of differentials.

7.5 Entropy and information loss

The specific heat capacity cp was defined by enthalpy:

dh = cpdT (7.25)

for per unit mass. The first law of thermodynamics for energy conservation equation
(7.24) means that

cpdT = dq + vdp (7.26)

per unit volume. This equation can be rewritten as

dq = cpdT − vdp. (7.27)

Dividing both sides by T and using the ideal gas law pv = RT per unit mass yields

dq

T
= cp

dT

T
−Rdp

p
= d ln(T cp)− ln(pR) = d ln

(
T cp

pR

)
. (7.28)

This is an exact differential of the function

ln

(
T cp

pR

)
. (7.29)
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Figure 7.3 Adiabatic and isothermal expansion or compression.

Because of exact differential, the closed contour integral should be zero, i.e.,∮
dq

T
=

∮
d ln

(
T cp

pR

)
= 0. (7.30)

However, the second law of thermodynamics says that this equality should be an in-
equality ∮

dq

T
≤ 0, (7.31)

which is called the Clausius’ inequality.
We also define

∆η = −I[dq/T,A,B] (7.32)

as the entropy change from the state A to state B. The second law of thermodynamics
means that this change must be non-negative.

In general, the entropy of a probability distribution of temperature t is

S = −kB
∑
j

Pj(T ) ln(Pj(T )) (7.33)

where kB is the Boltzmann constant. One can prove that the increment of S due to the
input of energy into the system is non-negative. If −S is considered information, then
information is lost in any change of a system. The nature tends to be more chaotic.
It is natural for kids to make a mess in a house. Only the external interference can
restore a house in an order.



84 CLIMATE SCIENCE TOPICS OF CALCULUS II: INTEGRALS

7.6 From Planck’s law of radiation to Stefan-Boltzmann’s black body
radiation



CHAPTER 8

CONSERVATION LAWS IN ATMOSPHERIC
DYNAMICS

8.1 Divergence: Tripple integral and Gauss divergence theorem

8.1.1 Convergence and divergence

8.1.2 Conservation of mass over a grid box

8.1.3 Conservation of momentum over a grid box

8.1.4 Conservation of energy and variational principle
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APPENDIX A

DOT PRODUCT AND CROSS PRODUCT OF

VECTORS

ab cos θ (A.1)
ab sin θ (A.2)
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APPENDIX B

TRIGONOMETRY AND TRIGONOMETRIC FUNC-

TIONS

Some students may need to refresh their knowledge of trigonometric functions which
are used often for wave modeling. This appendix chapter will provide a one-hour
lecture materials to describe the trigonometry on a unit circle, trigonometric identi-
ties without memorization, trigonometric functions, and their graphs, derivatives and
integrals.

Concepts: frequency, amplitude, phase, superposition.
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First Edition.
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APPENDIX C

SPHERICAL COORDINATES AND CARTE-

SIAN COORDINATES ON A UNIT SPHERE

Large scale atmospheric and oceanic circulations involve fluid dynamics on a rotating
sphere. Coriolis force is very important. The spherical coordinates and Cartesian
coordinates on a unit sphere often need to be converted from one to another.

Concepts: Spherical geometry, great circle, gradient, Coriolis force, wind direction,
circulation patterns

Skills: Conversion formulas, climate model PDEs in Cartesian and spherical coor-
dinates.
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SIOC290S Midterm Exam
September 4, 2015, Friday, 11:00am-12:15pm

Student Name:

Student ID Nnumber:

1. [20 points] Use integral to describe the accumulated degree days (ADD) [units: ◦C
Day] of a growing season for a farm. You may use the integral of daily mean temper-
ature [units: ◦C] with respect to time [units: day] to describe ADD. Discuss the ADD
values in a given period of time during a growing season, relating the ADD values to
the growth of a crop, say corn.

Requirements: You must use at least one figure and at least one formula. The English
text must be longer than 50 words.

2. [20 points] The spatial average annual mean surface air temperature over a country is
14◦C. The temperature is assumed to be normally distributed. A group of 36 samples
was taken in the same country. The sample data have a mean equal to 14◦C and a
standard deviation of 0.3◦C. Find the confidence interval of this group of samples at
95% confidence level.

3. [20 points] A ball is tossed up straight at 20.0 [m/s] at an initial height 1.0[m]. How
long will it take the ball to reach the maximum point?

Requirement: Take derivative at least once.

Hint: Choose the gravitational acceleration to be 9.8[m/s2], and find an approximate
answer. The general formula for the height position of the ball is h = −gt2/2+v0t+
h0, where v0 is the initial velocity, and h0 is the initial position.

{2 bonus points: What is the speed when the ball returns to the ground, i.e., when
h = 0? You have to use the h function, derivative, and detailed calculations to justify
your answer. }

4. [20 points] Find the linear approximation of f(x) = x2 − 1 around x = 2. If this
x0 = 2 is used as the first guess, find the next approximate root x1 of f(x) = 0 by
Newton’s method.

5. [20 points] The following is the SVD result of a matrix called mat:

mat
[,1] [,2]

[1,] 1 1
[2,] 1 -1
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svd(mat)
$d
[1] sqrt(2) sqrt(2)

$u
[,1] [,2]

[1,] -sqrt(2)/2 -sqrt(2)/2
[2,] -sqrt(2)/2 sqrt(2)/2

$v
[,1] [,2]

[1,] -1 0
[2,] 0 -1

Use A=UDV’ to recover the second column of

mat
[,1] [,2]

[1,] 1 1
[2,] 1 -1

Requirements: Show detailed calculations of all the relevant matrices and vectors.
Use your calculation results and at least 20 words to describe the space-time decom-
position of a space-time data matrix.

{2 bonus points: Assume that the data matrix’s spatial locations are identified by rows
and the time is counted by columns. Use (a) figure(s), (b) mathematical formula(s)
and calculation, and (c) English text to describe the two spatial modes determined by
the U matrix. Comment on the variance, or energy, corresponding to each mode. }


